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Preface to the Second Edition

The objectives and organization of the second edition remain essentially
unchanged. The major difference from the first edition is the inclusion of
new material on topics such as dendrimers, polymer recycling, Hansen
solubility parameters, nanocomposites, creep in glassy polymers, and twin-
screw extrusion. New examples have been introduced throughout the book,
additional problems appear at the end of each chapter, and references to the
literature have been updated. Additional text and figures have also been added.

The first edition has been successfully used in universities around the
world, and we have received many encouraging comments. We hope the
second edition will also find favor with our colleagues, and be useful to future
generations of students of polymer science and engineering.

Anil Kumar
Rakesh K. Gupta
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Preface to the First Edition

Synthetic polymers have considerable commercial importance and are known
by several common names, such as plastics, macromolecules, and resins.
These materials have become such an integral part of our daily existence that
an introductory polymer course is now included in the curriculum of most
students of science and engineering. We have written this book as the main
text for an introductory course on polymers for advanced undergraduates and
graduate students. The intent is to provide a systematic coverage of the
essentials of polymers.

After an introduction to polymers as materials in the first two chapters,
the mechanisms of polymerization and their effect on the engineering design
of reactors are elucidated. The succeeding chapters consider polymer char-
acterization, polymer thermodynamics, and the behavior of polymers as
melts, solutions, and solids both above and below the glass transition
temperature. Also examined are crystallization, diffusion of and through
polymers, and polymer processing. Each chapter can, for the most part, be

vii
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viii Preface to the First Edition

read independently of the others, and this should allow an instructor to design
the course to his or her own liking. Note that the problems given at the end of
each chapter also serve to complement the main text. Some of these problems
cite references to the literature where alternative viewpoints are introduced. We
have been teaching polymer science for a long time, and we have changed the
course content from year to year by adopting and expanding on ideas of the
kind embodied in these problems.

Since polymer science is an extremely vast area, the decision to include
or exclude a given subject matter in the text has been a difficult one. In this
endeavor, although our own biases will show in places, we have been guided
by how indispensable a particular topic is to proper understanding. We have
attempted to keep the treatment simple without losing the essential features;
for depth of coverage, the reader is referred to the pertinent technical literature.
Keeping the student in mind, we have provided intermediate steps in most
derivations. For the instructor, lecturing becomes easy since all that is
contained in the book can be put on the board. The future will tell to what
extent we have succeeded in our chosen objectives.

We have benefited from the comments of several friends and colleagues
who read different parts of the book in draft form. Our special thanks go to
Ashok Khanna, Raj Chhabra, Deepak Doraiswamy, Hota V. S. GangaRao,
Dave Kofke, Mike Ryan, and Joe Shaeiwitz. Professor Khanna has used the
problem sets of the first seven chapters in his class for several years.

After finishing my Ph.D. from Carnegie-Mellon University, I (Anil
Kumar) joined the Department of Chemical Engineering at the Indian Institute
of Technology, Kanpur, India, in 1972. My experience at this place has been
rich and complete, and I decided to stay here for the rest of my life. I am
fortunate to have a good set of students from year to year with whom I have
been able to experiment in teaching various facets of polymer science and
modify portions of this book continuously.

Rakesh Gupta would like to thank Professor Santosh Gupta for introdu-
cing polymer science to him when he was an undergraduate student. This
interest in polymers was nurtured by Professor Art Metzner and Dr. K. F.
Wissbrun, who were his Ph.D. thesis advisors. Rakesh learned even more from
the many graduate students who chose to work with him, and their contribu-
tions to this book are obvious. Kurt Wissbrun reviewed the entire manuscript
and provided invaluable help and encouragement during the final phases of
writing. Progress on the book was also aided by the enthusiastic support of
Gene Cilento, the Department Chairman at West Virginia University. Rakesh
adds that these efforts would have come to nought without the determined help
of his wife, Gunjan, who guarded his spare time and allowed him to devote it
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Preface to the First Edition ix

entirely to this project. According to Rakesh, “She believed me when I told
her it would take two years; seven years later she still believes me!”

I doubt that this book would ever have been completed without the
constant support of my wife, Renu. During this time there have been several
anxious moments, primarily because our children, Chetna and Pushkar, were
trying to choose their careers and settle down. In taking care of them, my role
was merely helping her, and she allowed me to divide my attention between
home and work. Thank you, Renu.

Anil Kumar
Rakesh Gupta
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1

Introduction

1.1 DEFINING POLYMERS

Polymers are materials of very high molecular weight that are found to have
multifarious applications in our modern society. They usually consist of several
structural units bound together by covalent bonds [1,2]. For example, polyethy-
lene is a long-chain polymer and is represented by

—CH,CH,CH,— or [-CH,CH,-], (1.1.1)

where the structural (or repeat) unit is —CH,—CH,— and #n represents the chain
length of the polymer.

Polymers are obtained through the chemical reaction of small molecular
compounds called monomers. For example, polyethylene in Eq. (1.1.1) is formed
from the monomer ethylene. In order to form polymers, monomers either have
reactive functional groups or double (or triple) bonds whose reaction provides the
necessary linkages between repeat units. Polymeric materials usually have high
strength, possess a glass transition temperature, exhibit rubber elasticity, and have
high viscosity as melts and solutions.

In fact, exploitation of many of these unique properties has made polymers
extremely useful to mankind. They are used extensively in food packaging,
clothing, home furnishing, transportation, medical devices, information technol-
ogy, and so forth. Natural fibers such as silk, wool, and cotton are polymers and

1
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2

TABLE 1.1 Some Common Polymers

Chapter 1

Commodity thermoplastics
Polyethylene

Polystyrene

Polypropylene

Polyvinyl chloride

Polymers in electronic applications
Polyacetylene

Poly(p-phenylene vinylene)

Polythiophene

Polyphenylene sulfide

Polyanilines

Biomedical applications
Polycarbonate (diphenyl carbonate)

Polymethyl methacrylate

Silicone polymers
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Introduction 3

Specialty polymers
Polyvinylidene chloride

Cl

|
—f(.ll;—(l—]»

Cl

Polyindene l —CH—CI I——]
CHl»
Polyvinyl pyrrolidone —[— Cli-—CHs "1—
R
N
TN
(lfllg (|‘=()
CH-—Cl1s
Coumarone polymer l——(_‘u—(_‘l]——
0

have been used for thousands of years. Within this century, they have been
supplemented and, in some instances, replaced by synthetic fibers such as rayon,
nylon, and acrylics. Indeed, rayon itself is a modification of a naturally occurring
polymer, cellulose, which in other modified forms have served for years as
commercial plastics and films. Synthetic polymers (some common ones are listed
in Table 1.1) such as polyolefins, polyesters, acrylics, nylons, and epoxy resins
find extensive applications as plastics, films, adhesives, and protective coatings. It
may be added that biological materials such as proteins, deoxyribonucleic acid
(DNA), and mucopolysaccharides are also polymers. Polymers are worth study-
ing because their behavior as materials is different from that of metals and other
low-molecular-weight materials. As a result, a large percentage of chemists and
engineers are engaged in work involving polymers, which necessitates a formal
course in polymer science.

Biomaterials [3] are defined as materials used within human bodies either
as artificial organs, bone cements, dental cements, ligaments, pacemakers, or
contact lenses. The human body consists of biological tissues (e.g., blood, cell,
proteins, etc.) and they have the ability to reject materials which are “incompa-
tible” either with the blood or with the tissues. For such applications, polymeric
materials, which are derived from animals or plants, are natural candidates and
some of these are cellulosics, chitin (or chitosan), dextran, agarose, and collagen.
Among synthetic materials, polysiloxane, polyurethane, polymethyl methacry-
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4 Chapter 1

late, polyacrylamide, polyester, and polyethylene oxides are commonly employed
because they are inert within the body. Sometimes, due to the requirements of
mechanical strength, selective permeation, adhesion, and/or degradation, even
noncompatible polymeric materials have been put to use, but before they are
utilized, they are surface modified by biological molecules (such as, heparin,
biological receptors, enzymes, and so forth). Some of these concepts will be
developed in this and subsequent chapters.

This chapter will mainly focus on the classification of polymers; subse-
quent chapters deal with engineering problems of manufacturing, characteriza-
tion, and the behavior of polymer solutions, melts, and solids.

1.2 CLASSIFICATION OF POLYMERS AND SOME
FUNDAMENTAL CONCEPTS

One of the oldest ways of classifying polymers is based on their response to heat.
In this system, there are two types of polymers: thermoplastics and thermosets. In
the former, polymers “melt” on heating and solidify on cooling. The heating and
cooling cycles can be applied several times without affecting the properties.
Thermoset polymers, on the other hand, melt only the first time they are heated.
During the initial heating, the polymer is “cured”; thereafter, it does not melt on
reheating, but degrades.

A more important classification of polymers is based on molecular
structure. According to this system, the polymer could be one of the following:

1. Linear-chain polymer
2. Branched-chain polymer
3. Network or gel polymer

It has already been observed that, in order to form polymers, monomers must
have reactive functional groups, or double or triple bonds. The functionality of a
given monomer is defined to be the number of these functional groups; double
bonds are regarded as equivalent to a functionality of 2, whereas a triple bond has
a functionality of 4. In order to form a polymer, the monomer must be at least
bifunctional; when it is bifunctional, the polymer chains are always linear. It is
pointed out that all thermoplastic polymers are essentially linear molecules,
which can be understood as follows.

In linear chains, the repeat units are held by strong covalent bonds, while
different molecules are held together by weaker secondary forces. When thermal
energy is supplied to the polymer, it increases the random motion of the
molecules, which tries to overcome the secondary forces. When all forces are
overcome, the molecules become free to move around and the polymer melts,
which explains the thermoplastic nature of polymers.
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Introduction 5

Branched polymers contain molecules having a linear backbone with
branches emanating randomly from it. In order to form this class of material,
the monomer must have a capability of growing in more than two directions,
which implies that the starting monomer must have a functionality greater than 2.
For example, consider the polymerization of phthalic anhydride with glycerol,
where the latter is tri-functional:

0
C\
OH—CH,—CH—CH,—OH + @ o -
7/
OH c
0
1.2.1)
o 0 0
OH—CH,—CH—CH,—0—C C—OCH,

wC C=0

The branched chains shown are formed only for low conversions of monomers.
This implies that the polymer formed in Eq. (1.2.1) is definitely of low molecular
weight. In order to form branched polymers of high molecular weight, we must
use special techniques, which will be discussed later. If allowed to react up to
large conversions in Eq. (1.2.1), the polymer becomes a three-dimensional
network called a gel, as follows:

i i P
NO—-CHZ—$H—CH2—OC C—O—CHZCIIH-CHZ-O—C Cr
C=0 C=0
? P 9 P
0—CH,—CH—CH,—0C :C—O—CHZCH-CHQ-O—C, :CJW
(1.2.2)
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In fact, whenever a multifunctional monomer is polymerized, the polymer evolves
through a collection of linear chains to a collection of branched chains, which
ultimately forms a network (or a gel) polymer. Evidently, the gel polymer does
not dissolve in any solvent, but it swells by incorporating molecules of the solvent
into its own matrix.

Generally, any chemical process can be subdivided into three stages [viz.
chemical reaction, separation (or purification) and identification]. Among the
three stages, the most difficult in terms of time and resources is separation. We
will discuss in Section 1.7 that polymer gels have gained considerable importance
in heterogeneous catalysis because it does not dissolve in any medium and the
separation step reduces to the simple removal of various reacting fluids. In recent
times, a new phase called the fluorous phase, has been discovered which is
immiscible to both organic and aqueous phases [4,5]. However, due to the high
costs of their synthesis, they are, at present, only a laboratory curiosity. This
approach is conceptually similar to solid-phase separation, except that fluorous
materials are in liquid state.

In dendrimer separation, the substrates are chemically attached to the
branches of the hyper branched polymer (called dendrimers). In these polymers,

(A) CH,=CHCO,Me
*(B) NH,CH,CH,NH, (Excess)

I
I
H,N  NHC CNH  NH,
(Generation = 0)
1
ENH NH,

NH, NH, © m

Repeat steps (A) and (B) H,oN

$ $
<N N.. NH,
H,N @ NH, @
Nm
N" "N

NH,
H, H,
(Generation = 1.0) (etc) l
Dendrimer

Terminal repeating units
groups
Initiator NH, " Generations
core HN  NH,

‘Dendrimers’ (1.2.3a)
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the extent of branching is controlled to make them barely soluble in the reaction
medium. Dendrimers [6] possess a globular structure characterized by a central
core, branching units, and terminal units. They are prepared by repetitive reaction
steps from a central initiator core, with each subsequent growth creating a new
generation of polymers. Synthesis of polyamidoamine (PAMAM) dendrimers are
done by reacting acrylamide with core ammonia in the presence of excess
ethylene diamine.

Dendrimers have a hollow interior and densely packed surfaces. They have
a high degree of molecular uniformity and shape. These have been used as
membrane materials and as filters for calibrating analytical instruments, and
newer paints based on it give better bonding capacity and wear resistance. Its
sticking nature has given rise to newer adhesives and they have been used as
catalysts for rate enhancement. Environmental pollution control is the other field
in which dendrimers have found utility. A new class of chemical sensors based on
these molecules have been developed for detection of a variety of volatile organic
pollutants.

In all cases, when the polymer is examined at the molecular level, it is
found to consist of covalently bonded chains made up of one or more repeat units.
The name given to any polymer species usually depends on the chemical structure
of the repeating groups and does not reflect the details of structure (i.e., linear
molecule, gel, etc.). For example, polystyrene is formed from chains of the repeat
unit:

CHz— CH

(1.2.3b)

Such a polymer derives it name from the monomer from which it is usually
manufactured. An idealized sample of polymer would consist of chains all having
identical molecular weight. Such systems are called monodisperse polymers. In
practice, however, all polymers are made up of molecules with molecular weights
that vary over a range of values (i.e., have a distribution of molecular weights)
and are said to be polydisperse. Whether monodisperse or polydisperse, the
chemical formula of the polymer remains the same. For example, if the polymer
is polystyrene, it would continue to be represented by

X—CH,—CH—[ CH,—CH|,,—CH,—CH—Y
(1.2.4)

For a monodisperse sample, » has a single value for all molecules in the system,
whereas for a polydisperse sample, n would be characterized by distribution of
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values. The end chemical groups X and Y could be the same or different, and
what they are depends on the chemical reactions initiating the polymer formation.

Up to this point, it has been assumed that all of the repeat units that make
up the body of the polymer (linear, branched, or completely cross-linked network
molecules) are all the same. However, if two or more different repeat units make
up this chainlike structure, it is known as a copolymer. If the various repeat units
occur randomly along the chainlike structure, the polymer is called a random
copolymer. When repeat units of each kind appear in blocks, it is called a block
copolymer. For example, if linear chains are synthesized from repeat units A and
B, a polymer in which A and B are arranged as

—AAAAAAAABBBBBBBBBB— (1.2.5)
is called an AB block copolymer, and one of the type

—AAAAAAAABBBBBBBH-BH AAAAA— (1.2.6)

is called an ABA block copolymer. This type of notation is used regardless of the
molecular-weight distribution of the A and B blocks [7].

The synthesis of block copolymers can be easily carried out if functional
groups such as acid chloride (~~COCI), amines (~~NH,), or alcohols (~OH) are
present at chain ends. This way, a polymer of one kind (say, polystyrene or
polybutadiene) with dicarboxylic acid chloride (CICO~COCI) terminal groups
can react with a hydroxy-terminated polymer (OH~OH) of the other kind (say,
polybutadiene or polystyrene), resulting in an AB type block copolymer, as
follows:

1 Il
CIC~CCl + OH~+OH — CI[—C~C——0~0] —H (1.2.7)
n

In Chapter 2, we will discuss in more detail the different techniques of producing
functional groups. Another common way of preparing block copolymers is to
utilize organolithium initiators. As an example, sec-butyl chloride with lithium
gives rise to the butyl lithium complex,

CH; —CH—CH,Cl + Li —> CH;CH—CH,Li* -~ CI (1.2.8)
CH; CH;
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which reacts quickly with a suitable monomer (say, styrene) to give the following
polystyryl anion:

CH3_(|:H_CH2Li+ - CI” + njCH,=CH,; —
CH,

(1.2.9)

CH3 CHCHy— [CH,—CH],, Li*--cI
CHj;

This is relatively stable and maintains its activity throughout the polymerization.
Because of this activity, the polystyryl anion is sometimes called a living anion; it
will polymerize with another monomer (say, butadiene) after all of the styrene is
exhausted:

CH3$H—CH2 [—CH,CH], —Li* - CI" + ny,CH,=CH—CH=CH, —~
CH;

Lit- CI

n2

CH; §H—CH2—ECHZCH]T[CH2HCZCH— CH]
CH;

(1.2.10)

In this way, we can conveniently form an AB-type copolymer. In fact, this
technique of polymerizing with a living anion lays the foundation for modifying
molecular structure.

Graft copolymers are formed when chains of one kind are attached to the
backbone of a different polymer. A graft copolymer has the following general
structure:

i i
B B (1.2.11)
[
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Here —(A), constitutes the backbone molecule, whereas polymer (B), is
randomly distributed on it. Graft copolymers are normally named poly(A)-g-
poly(B), and the properties of the resultant material are normally extremely
different from those of the constituent polymers. Graft copolymers can be
generally synthesized by one of the following schemes [1]:

The “grafting-from” technique. In this scheme, a polymer carrying active
sites is used to initiate the polymerization of a second monomer. Depending on
the nature of the initiator, the sites created on the backbone can be free-radical,
anion, or Ziegler—Natta type. The method of grafting-from relies heavily on the
fact that the backbone is made first and the grafts are created on it in a second
polymerization step, as follows:

R R
| |
S 4 nCHy=CH —~ §— CH,CH—CH,CH~ (1.2.12)
R

This process is efficient, but it has the disadvantage that it is usually not
possible to predict the molecular structure of the graft copolymer and the number
of grafts formed. In addition, the length of the graft may vary, and the graft
copolymer often carries a fair amount of homopolymer.

The “graft-onto” scheme. In this scheme, the polymer backbone carried a
randomly distributed reactive functional group X. This reacts with another
polymer molecule carrying functional groups Y, located selectively at the chain
ends, as follows:

R
)
§—X + Y—CH,—CH—CHy~v — %—CHzclH—CHz—(lem (1.2.13)
R R

In this case, grafting does not involve a chain reaction and is best carried out in
a common solvent homogeneously. An advantage of this technique is that it
allows structural characterization of the graft copolymer formed because the
backbone and the pendant graft are both synthesized separately. If the molecular
weight of each of these chains and their overall compositions are known, it is
possible to determine the number of grafts per chain and the average distance
between two successive grafts on the backbone.

The “grafting-through” scheme. In this scheme, polymerization with a
macromer is involved. A macromer is a low-molecular-weight polymer chain
with unsaturation on at least one end. The formation of macromers has recently
been reviewed and the techniques for the maximization of macromer amount
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discussed therein [4]. A growing polymer chain can react with such an
unsaturated site, resulting in the graft copolymer in the following way:

%—CH=CH2 + WCHZ—(TZ<[CH2CI|{]7 — §—§H—[(:H2—CH1—
R R —ECHQ—?HL—
R

(1.2.14)

This type of grafting can introduce linkages between individual molecules if
the growing sites happen to react with an unsaturated site belonging to two or
more different backbones. As a result, cross-linked structures are also likely to be
formed, and measures must be taken to avoid gel formation.

There are several industrial applications (e.g., paints) that require us
to prepare colloidal dispersions of a polymer [5]. These dispersions are in a
particle size range from 0.01 to 10 um; otherwise, they are not stable and, over a
period of time, they sediment. If the polymer to be dispersed is already available
in bulk, one of the means of dispersion is to grind it in a suitable organic fluid. In
practice, however, the mechanical energy required to reduce the particle size
below 10 um is very large, and the heat evolved during grinding may, at times,
melt the polymer on its surface. The molten surface of these particles may cause
agglomeration, and the particles in colloidal suspensions may grow and subse-
quently precipitate this way, leading to colloidal instability. As a variation of this,
it is also possible to suspend the monomer in the organic medium and carry out
the polymerization. We will discuss these methods in considerable detail in
Chapter 7 (“emulsion and dispersion” polymerization), and we will show that the
problem of agglomeration of particles exists even in these techniques.

Polymer colloids are basically of two types: lyophobic and lyophilic. In
lyophilic colloids, polymer particles interact with the continuous fluid and with
other particles in such a way that the forces of interaction between two particles
lead to their aggregation and, ultimately, their settling. Such emulsions are
unstable in nature. Now, suppose there exists a thermodynamic or steric barrier
between two polymer particles, in which case they would not be able to come
close to each other and would not be able to agglomerate. Such colloids are
lyophobic in nature and can be stable for long periods of time. In the technology
of polymer colloids, we use special materials that produce these barriers to give
the stabilization of the colloid; these materials are called stabilizers. If we wanted
to prepare colloids in water instead of an organic solvent, then we could use soap
(commonly used for over a century) as a stabilizer. The activity of soap is due to
its lyophobic and lyophilic ends, which give rise to the necessary barrier for the
formation of stable colloids.
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In several recent applications, it has been desired to prepare colloids in
media other than water. There is a constant need to synthesize new stabilizers for
a specific polymer and organic liquid system. Recent works have shown that the
block and graft copolymers [in Egs. (1.2.5) and (1.2.11)] give rise to the needed
stability. It is assumed that the A block is compatible with the polymer to be
suspended and does not dissolve in the organic medium, whereas the B block
dissolves in the organic medium and repulses polymer particles as in Figure 1.1.
Because of the compatibility, the section of the chain consisting of A-repeat units
gets adsorbed on the polymer particle, whereas the section of the chain having
B-repeat units projects outward, thus resisting coalescence.

Example 1.1: Micellar or ampliphilic polymers (having hydrophobic as well as
hydrophilic fragments in water) have the property of self-organization. What are
these and how are they synthesized?

Solution: Micellar polymers have properties similar to surfactant molecules, and
because of their attractive properties, they are used as protective colloids,
emulsifiers, wetting agents, lubricants, viscosity modifiers, antifoaming agents,
pharmaceutical and cosmetic formulating ingredients, catalysts, and so forth [8].

(a) Grafts preventing coalescence

/_/ \} .
J(J\/ ()
,’ \“";’/) \\\C:.{ \"\
Lo

!

-~

(b) Block copolymers serving as stabilizers

—— Medium insoluble portion of chain
=== Medium soluble portion of chain

FIGURE 1.1 Stabilizing effect of graft and block copolymers.
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Micellar polymers can have six types of molecular architecture, and in the
following, hydrophobic and hydrophilic portions are shown by a chain and a
circle, respectively, exactly as it is done for ordinary surfactant (i.e., tail and head
portions).

(a) Block copolymer

000000000
CH;

|
OH— (CH,CH,0) 7~ (CH—CH,—O0),

(b) Star copolymer

O
Qoo
COOP
POOC COOP
where

CIJ(CH3)3

P= —[(CHy) 4—017—[CHZCH21\|1H+]”
-

(c) Graft polymer

—f CH,CH= CH—CHz]n—[$H—CH= CHCH, -
[ NH—CH,CH, {1~
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(d) Dendrimer

O CH, COOK

(¢} CH, @ COOK )

(e) Segmented block copolymer

AN O ONMNN NN ONNNNONNNNONNNS

H3C\ /CH3
(CHy)16 _ITIJr
Br~

(f) Polysoap

—fem,—cH
CH,

|
((EHz) 17
COO™Na*

Example 1.2: Describe polymers as dental restorative materials and their
requirements.
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Solution: The dental restorative polymers must be nontoxic and exhibit long-
term stability in the presence of water, enzymes, and various oral fluids. In
addition, it should withstand thermal and load cycles and the materials should be
easy to work with at the time of application. The first polyacrylolyte material used
for dental restoration was zinc polycarboxylate. To form this, one uses zinc oxide
powder which is mixed with a solution of polyacrylic acid. The zinc ions cross-
link the polyacid chains and the cross-linked chains form the cement.

Another composition used for dental restoration is glass ionomer cement
(GIC). The glass used is fluoroaluminosilicate glass, which has a typical
composition of 25-25mol% SiO,, 14-20wt% Al,Os;, 13-35wt% CaF,, 4—
6 wt% AlF;3, 10-25% AIPO,, and 5-20% Na3AlFg. In the reaction with poly-
acrylic acid, the latter degrades the glass, causing the release of calcium and
aluminum ions which cross-link the polyacid chains. The cement sets around the
unreacted glass particles to form a reaction-bonded composite. The fluorine
present in the glass disrupts the glass network for better acid degradation.

Completely polymeric material used for dental restoration is a polymer of
methyl methacrylate (MMA), bisphenol-A, glycidyl methacrylate (bis GMA),
and triethylene glycol dimethacrylate (TEGDMA). The network thus formed has
both hydrophilic as well as hydrophobic groups and can react with teeth as well,
giving a good adhesion. In order to further improve the adhesion by interpene-
tration and entanglements into dental surfaces, sometimes additives like 4-META
(4-methoxyethyl trimellitic anhydride), phenyl-P (2-methacryloxy ethyl phenyl
hydrogen phosphate), or phenyl-P derivatives are added.

Example 1.3: Anticancer compounds used in chemotherapy are low-molecular-
weight compounds, and on its ingestion, it is not site-specific to the cancerous
tissues leading to considerable toxicity. How can polymer help reduce toxicity?
How does this happen? Give a few examples.

Solution: Macromolecules are used as carriers, on whose backbone both the
anticancerous compounds as well as the targeting moieties are chemically bound.
As a result of this, the drug tends to concentrate near the cancerous tissues. The
targeting moieties are invariably complementary to cell surface receptors or
antigens, and as a result of this, the carrier macromolecule can recognize (or
biorecognize) cancerous tissues. The polymer-mediated drug now has a consider-
ably altered rate of uptake by body cells as well as distribution of the drug within
the body.

Some of the synthetic polymers used as drug carriers are HPMA (poly 2-
hydroxy propyl methacrylamide), PGA (poly L-glutamic acid), poly(L-lysine),
and Block (polyethylene glycol coaspartic acid). Using HPMA, the following
drugs have been synthesized [9]:
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Drug Targeting moiety
Abriamycin Galactosamine
Duanomycin Anti-Ia* antibodies
Chlorin eg anti-Thy 1.2 antibody

By putting the targeting moiety to the polymer, one has created an ability in
the polymer to differentiate between different biological cells and recognize
tumour cells [10]. This property is sometimes called molecular recognition and
this technique can also be used for separating nondesirable components from
foods or fluids (particularly biological ones).

The general technique of creating molecular recognition (having antibody-
like activity) is called molecular imprinting. Templates are defined as biological
macromolecules, micro-organisms, or whole crystals. When functional mono-
mers are brought in contact with the templates, they adhere to it largely because
of noncovalent bonding. These could now be cross-linked using a suitable cross-
linking agent. If the templates are destroyed, the resulting cross-link polymer
could have a mirror-image cavity of the template, functioning exactly like an
antibody.

1.3 CHEMICAL CLASSIFICATION OF POLYMERS
BASED ON POLYMERIZATION MECHANISMS

In older literature, it was suggested that all polymers could be assigned to one of
the two following classes, depending on the reaction mechanism by which they
are synthesized.

1.3.1 Addition Polymers

These polymers are formed by sequential addition of one bifunctional or
polyfunctional monomer to growing polymer chains (say, P,) without the
elimination of any part of the monomer molecule. With the subscript n
representing the chain length, the polymerization can be schematically repre-
sented as follows:

P, +M—P,,, (1.3.1)

M represents a monomer molecule; this chain growth step is usually very fast.
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The classic example of addition polymerization is the preparation of vinyl
polymers. Vinyl monomers are unsaturated organic compounds having the
following structure:

CH2=$H (1.3.2)
R

where R is any of a wide variety of organic groups: a phenyl, a methyl, a halide
group, and so forth. For example, the polymerization of vinyl chloride to give
poly(vinyl chloride) can be written in the simplified form

H,=CH — —CH 1.3.
nCH, = —CH, | ], (1.3.3)
Cl Cl

Ring-opening reactions, such as the polymerization of ethylene oxide to give
poly(ethylene oxide), offer another example of the formation of addition
polymers:

nCH\ZO—/CHz — —fCH,—CH,—0—]

(1.3.4)

n

The correct method of naming an addition polymer is to write poly( ), where the
name of the monomer goes into the parentheses. If —R in compound (1.3.2) is an
aliphatic hydrocarbon, the monomer is an olefin as well as a vinyl compound;
these polymers are classified as polyolefins. In the case of ethylene and propylene,
the parentheses in the names are dispensed with and the polymers are called
polyethylene and polypropylene.

1.3.2 Condensation Polymers

These polymers are formed from bifunctional or polyfunctional monomers with
the elimination of a small molecular species. This reaction can occur between any
two growing polymer molecules and can be represented by

P,+P, —=P,,,+W (1.3.5)

where P,, and P, are polymer chains and W is the condensation product.
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Polyesterification is a good example of condensation polymerization. In the
synthesis of poly(ethylene terephthalate), ethylene glycol reacts with terephthalic
acid according to the following scheme:

OH—CH,—CH,—OH + COOH@COOH —
0 0
I i
—Eoc@—c—OCHZCHZ—Oﬁ — + H,0

As indicated by the double arrow, polyesterification is a reversible reaction.
Polyamides (sometimes called nylons) are an important class of condensation
polymers that are formed by reaction between amine and acid groups, as in

(1.3.6)

NH,—(CH,)s—NH, + COOH— (CH,),—COOH =—=

Hexamethylene Adipic
diamine acid

(1.3.7a)

—fNH— (CHz)f,—NHCO—(CHz)df + H,0
Nylon 66

NH,—(CH)s—COOH + H,0 =—= —fNH—(CHy;—CO1,  (1.3.7b)

®-Aminocaproic acid Nylon 6

Both of these polymers are classified as polyamides because the repeat units
contain the —[CO—NH]— amide group.

Naming of condensation polymers is done as follows. The polymer
obtained from reaction (1.3.6) is called poly(ethylene terephthalate) because the
repeat unit is the ester of ethylene glycol and terephthalic acid. Similarly, the
polymer in Eq. (1.3.7b) is called poly(w-aminocaproic acid). The product in Eq.
(1.3.7a) is called poly(hexamethylene adipamide), in which the hexamethylene
part of the name is associated with the diamine reactant, and the adipamide part is
associated with the amide unit in the backbone.

As researchers learned more about polymerization chemistry, it became
apparent that the notion of classifying polymers this way was somehow incon-
sistent. Certain polymer molecules could be prepared by more than one
mechanism. For example, polyethylene can be synthesized by either of the two

mechanisms:
CH,=CH, —= —fCH,—CH, ;- (1.3.8a)
mBr[CthBr +2mH, —= —fCH,—CH, 15, (1.3.8b)

Copyright © 2003 Marcel Dekker, Inc.



Introduction 19

The latter is neither addition nor condensation polymerization. Likewise, the
following reaction, which is a typical addition polymerization, gives the same
polyamide as reaction (1.3.7Db):

CH,—(CH,);—CO —= —-NH—(CH,)s—CO7--
NH (1.3.9)

e-Caprolactam Nylon 6

Similarly, the polymerization of polyurethane does not involve the evolution of
a condensation product, even though its kinetics can be described by that of
condensation polymerization. Clearly, it is not correct to classify polymers
according to the scheme discussed earlier. It is now established that there are
two classes of polymerization mechanisms:

1. Chain-growth polymerization: an alternative, but more chemically
consistent name for addition polymerization.

2. Step-growth polymerization: mechanisms that have kinetics of this type
exhibited by condensation polymerization but include reactions such as
that in (1.3.9), in which no small molecular species are eliminated.

This terminology for discussing polymerization will be used in this textbook.

In chain-growth polymerization, it is found that individual molecules start
growing, grow rapidly, and then suddenly stop. At any time, therefore, the
reaction mass consists of mainly monomer molecules, nongrowing polymer
molecules, and only a small number of rapidly growing polymer molecules. In
step-growth polymerization, on the other hand, the monomer molecules react with
each other at the beginning to form low-molecular-weight polymer, and the
monomer is exhausted very quickly. They initially form low-molecular-weight
polymer molecules then continue to react with each other to form continually
growing chains. The polymers formed from these distinct mechanisms have
entirely different properties due to differences in molecular-weight distribution,
which is discussed in the following section.

1.4 MOLECULAR-WEIGHT DISTRIBUTIONS

All commercial polymers have a molecular-weight distribution (MWD). In
Chapters 3—7, we will show that this is completely governed by the mechanism
of polymerization and reactor design. In Chapter 8, we give some important
experimental techniques to determine the molecular-weight distribution and its
averages, and in view of the importance of this topic, we give some of the basic
concepts here. The chain length n represents the number of repeat units in a given
polymer molecule, including units at chain ends and at branch points (even
though these units have a somewhat different chemical structure than the rest of
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the repeat units). For chain molecules with molecular weights high enough to be
classified as true polymer molecules, there are at least one order of magnitude
more repeat units than units at chain ends and branch points. It is therefore
possible to write (with negligible error)

M, = nM, (1.4.1)

where M, is the molecular weight of a polymer molecule and M, is that of a
single repeat unit.

In reality, the average chain length of all polymer molecules in the reaction
mass must be equal to some whole number. The product of a given polymeriza-
tion reaction can be thought of as having a distribution of the degrees of
polymerization (DPs), which is given by a histogram, as shown in Figure 1.2.
In this representation, W} is the weight of a species of degree of polymerization »
such that

W, = Total weight of polymer

0 1.4.2
_ 3 (1.4.2)
n=1
By definition, the weight-average molecular weight, M,,, is given by
o0
2. WiM,
M, =" 143
p W, (1.4.3)

where M, is the molecular weight of a species of chain length equal to n. For
sufficiently high molecular weight, M, is, for all practical purposes, identical to
M, of Eq. (1.4.1). For lower-molecular-weight species, the molecular weights of
end units and branch points would have to be considered in determining M,,.
Because polymers of high molecular weight are usually of interest, this complex-
ity is normally ignored in the analysis.

Although Egs. (1.4.1)—(1.4.3) serve as the starting point for this discussion,
it is more useful to define a weight distribution of degrees of polymerization ¥,
by the equation

W*
W, ="
Wi

(1.4.4)

Alternatively, W, can be interpreted as the fraction of the mass of the polymer,
with the degreee of polimerization (DP) equal to n or a molecular weight of niM,.
The weight-average chain length, y,,, is now defined by

M t
Uy =—==> nW, (1.4.5)
TS
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FIGURE 1.2 A typical histogram of the degree of polymerization.

It is thus seen that p,, is just the first moment of the weight distribution of the
degree of polymerization.

There is an alternative but equivalent method of describing distributions of
molecular weight. If N is the total number of moles of a polymer of chain length
equal to » in a given sample, one can write

W*
N, =" 1.4.6
=i (14.6)
The total number of moles of polymer, N,, can then be written as
N, => N (1.4.7)
n=1
By definition, the number-average molecular weight, ,, is given by
w, =y —= (1.4.8)
=N,

It is convenient, however, to define a number distribution of the degree of
polymerization (DP) N, as
Ny

N, =
N,

(1.4.9)
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such that

[}
>N, =1 (1.4.10)
n=1
Because N, is also the fraction of the molecules of polymer of DP equal to » or
molecular weight of nM,,, Eq. (1.4.8) then becomes

[o¢]
M,=3 MN, (1.4.11)

n=1

which gives the number-average chain length, y,, as

M o0
—1— 31N, (1.4.12)

,Ll =
! MO n=1

and, as before, we see that y, is just the first moment of the distribution function
N,.
The higher moments of the mole fraction distribution N, can be defined as

oo
=Y n*N, k=0,1,2,... (1.4.13)
n=1

where 4, represents the kth moment. The zeroth moment (4,) is, according to Eq.
(1.4.10), unity. The first moment (4,) is the same as y, in Eq. (1.4.12). The
second moment (4,) is related to u,, by

>

f, == (1.4.14)
1

N

The polydispersity index Q of the polymer is defined as the ratio of y,, and u, by
the following relation:
My Aalg

o="2="" (1.4.15)
Mo A

The polydispersity index is a measure of the breadth of mole fraction (or

molecular weight) distribution. For a monodisperse polymer, Q is unity;

commercial polymers may have a value of O lying anywhere between 2

and 20.

1.5 CONFIGURATIONS AND CRYSTALLINITY OF
POLYMERIC MATERIALS

So far, we have examined the broader aspects of molecular architecture in chain-
like molecules, along with the relationship between the polymerization mechan-
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ism and the repeat units making up the chain. We have introduced the concept of
distribution of molecular weights and molecular-weight averages.

As expected, the architectural features (branching, extent of cross-linking,
nature of the copolymer) and the distribution of molecular weight play an
important role in determining the physical properties of polymers. In addition,
the geometric details of how each repeat unit adds to the growing chain is an
important factor in determining the properties of a polymer. These geometric
features associated with the placement of successive repeat units into the chain
are called the configurational features of the molecules, or, simply, chain
configuration. Let us consider the chain polymerization of vinyl monomers as
an example. In principle, this reaction can be regarded as the successive addition
of repeat units of the type

—CH,—CH— (1.5.1)
R

where the double bond in the vinyl compound has been opened during reaction
with the previously added repeat unit. There are clearly three ways that two
contiguous repeat units can be coupled.

Head-to-tail
—(CH2—(‘?H—CH2—$H—)
R R
Head-to-head
—(CHZ—?H—$H—CH2 =)

I (1.5.2)

Tail-to-tail
—(CH—CH,—CH,—CH—)
R R

The head of the vinyl molecule is defined as the end bearing the organic group R.
All three linkages might appear in a single molecule, and, indeed, the distribution
of occurrence of the three types of linkage would be one way of characterizing the
molecular structure. In the polymerization of vinyl monomers, head-to-tail
placement is favored, and this structural feature normally dominates.

A more subtle structural feature of polymer chains, called stereoregularity,
plays an important factor in determining polymer properties and is explained as
follows. In a polymer molecule, there is usually a backbone of carbon atoms
linked by covalent bonds. A certain amount of rotation is possible around any of
these backbone covalent bonds and, as a result, a polymer molecule can take
several shapes. Figure 1.3a shows three possible arrangements of the substituents
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of any one carbon atom with respect to those of an adjacent one when viewed
end-on, such that the two consecutive carbon atoms C, and C,_, appear one
behind the other. The potential energy associated with the rotation of the
C,—C,_; bond is shown in Figure 1.3b and is found to have three angular
positions of minimum energy. These three positions are known as the gauche-

Chain
.

)
Chain

n+l

Chain Cn+2 5
r"\\—/‘\
Chatn Chain Chain

~ Gauche (- Gauche (+)

Energy of Conformution

Trans

-180 -120 -60) 0 60 120 180
Angle of Rotation
0]

FIGURE 1.3 Different conformations in polymer chains and potential energies asso-
ciated with them.
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FIGURE 1.4 Spatial arrangement of [C,CHR], when it is in a planar zigzag conforma-
tion: actactic when R is randomly distributed, isotactic when R is either above or below the
plane, and syndiotactic when R alternates around the plane.

positive (g"), trans (t), and gauche-negative (g~) conformations of the bond; the
trans state is the most probable one by virtue of having the lowest potential
energy.

Substituted polymers, such as polypropylene, constitute a very special
situation. Because the polymer is substituted, the conformation of each of the
backbone bonds is distinguishable. Each of the C—C backbone bonds can take up
any one of the three (g, t, and g~) positions. Because the polymer is a sequence
of individual C—C bonds, the entire molecule can be described in terms of
individual bond conformations. Among the various conformations that are
possible for the entire chain, there is one in which all the backbone atoms are
in the trans (t) state. From Figure 1.3c, it can be observed that if bonds C,—C,
and C,,;—C,,, are in the trans conformation, carbon atoms C,_;, C,, C,,, and
C,, all lie in the same plane. By extending this argument, it can be concluded
that the entire backbone of the polymer molecule would lie in the same plane,
provided all bonds are in the trans conformation. The molecule is then in a planar
zigzag form, as shown in Figure 1.4. If all of the R groups now lie on the same
side of the zigzag plane, the molecule is said to be isotactic. If the R groups
alternate around the plane, the molecule is said to be syndiotactic. If there is no
regularity in the placement of the R groups on either side of the plane, the
molecule is said to be atactic, or completely lacking in order. A given vinyl
polymer is never 100% tactic. Nonetheless, polymers can be synthesized with
high levels of stereoregularity, which implies that the molecules have a long
block of repeat units with completely tactic placement (isotactic, syndiotactic,
etc.), separated by short blocks of repeat units with atactic placement. Indeed,
one method of characterizing a polymer is by its extent of stereoregularity, or
tacticity.
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Further, when a diene is polymerized, it can react in the two following ways
by the use of the appropriate catalyst:

1,2 Polymerization

nC=C—C=C —= —[C—C—]
1 2 3 4

i
C
1,4 Polymerization
nC=C—C=C — —[c—Cc=c—Cc—], (1.5.3)

2 3 4

The 1,2 polymerization leads to the formation of substituted polymers and gives
rise to stereoregularity, as discussed earlier (Fig. 1.5). The 1,4 polymerization,
however, yields double bonds on the polymer backbone. Because rotation around
a double bond is not possible, polymerization gives rise to an inflexible chain
backbone and the g*, t, and g~ conformations around such a bond cannot occur.
Therefore, if a substituted diene [e.g., isoprene (CH,=CH—C(CH3)=CH,)] is
polymerized, the stereoregularity in molecules arises in the following way. It is
known that the double-bond formation occurs through sp hybridization of
molecular orbitals, which implies that in Figure 1.4, carbon atoms C,_,, C,,
C,.1, and C,,,, as well as H and R groups, all lie on the same plane. Two
configurations are possible, depending on whether H and CHj; lie on the same
side or on opposite sides of the double bond. If they lie on the same side, the
polymer has cis configuration; if they lie on opposite sides, the polymer has trans
configuration. Once again, it is not necessary that all double bonds have the same
configuration; if a variety of configurations can be found in a polymer molecule,
it is said to have mixed configuration.

The necessary condition for chainlike molecules to fit into a crystal lattice
is that they demonstrate an exactly repeating molecular structure along the chain.
For vinyl polymers, this prerequisite is met only if they have predominantly head-
to-tail placement and are highly tactic. When these conditions are satisfied,
polymers can, indeed, form highly crystalline domains in the solid state and in
concentrated solution. There is even evidence of the formation of microcrystalline

]

i i
c=c¢
H ™R

FIGURE 1.5 Spatial arrangement of diene polymers.
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regions in moderately dilute solutions of a highly tactic polymer. Formation of
highly crystalline domains in a solid polymer has a profound effect on the
polymer’s mechanical properties. As a consequence, new synthesis routes are
constantly being explored to form polymers of desired crystallinity.

A qualitative notion of the nature of crystallinity in polymers can be
acquired by considering the crystallization process itself. It is assumed that a
polymer in bulk is at a temperature above its melting point, 7,,,. As the polymer is
cooled, collections of highly tactic repeat units that are positioned favorably to
move easily into a crystal lattice will do so, forming the nuclei of a multitude of
crystalline domains. As the crystalline domains grow, the chain molecules must
reorient themselves to fit into the lattice.

Ultimately, these growing domains begin to interfere with their neighbors
and compete with them for repeat units to fit into their respective lattices. When
this begins to happen, the crystallization process stops, leaving a fraction of the
chain segments in amorphous domains. How effectively the growing crystallites
acquire new repeat units during the crystallization process depends on their
tacticity.

Furthermore, chains of low tacticity form defective crystalline domains.
Indeed, after crystallization has ceased, there may be regions of ordered arrange-
ments intermediate between that associated with a perfect crystal and that
associated with a completely amorphous polymer. The extent and perfection of
crystallization even depends on the rate of cooling of the molten polymer. In fact,
there are examples of polymers that can be cooled sufficiently rapidly that
essentially no crystallization takes place. On the other hand, annealing just below
the melting point, followed by slow cooling, will develop the maximum amount
of crystallinity (discussed in greater detail in Chapter 11). Similarly, several
polymers that have been cooled far too rapidly for crystallization to take place can
be crystallized by mechanical stretching of the samples.

1.6 CONFORMATION OF POLYMER MOLECULES

Once a polymer molecule has been formed, its configuration is fixed. However, it
can take on an infinite number of shapes by rotation about the backbone bonds.
The final shape that the molecule takes depends on the intramolecular and
intermolecular forces, which, in turn, depend on the state of the system. For
example, polymer molecules in dilute solution, melt phase, or solid phase would
each experience different forces. The conformation of the entire molecule is first
considered for semicrystalline solid polymers. Probably the simplest example is
the conformation assumed by polyethylene chains in their crystalline lattice
(planar zigzag), as illustrated in Fig. 1.4. A polymer molecule cannot be expected
to be fully extended, and it actually assumes a chain-folded conformation, as
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described in detail in Chapter 11. The most common conformation for amor-
phous bulk polymers and most polymers in solution is the random-flight (or
random-coil) conformation, which is discussed in detail later.

In principle, it is possible for a completely stereoregular polymer in a dilute
solution to assume a planar zigzag or helical conformation—whichever repre-
sents the minimum in energy. The conformation of the latter type is shown by
biological polymers such as proteins and synthetic polypeptides. Figure 1.6
shows a section of a typical helix, which has repeat units of the following type.

@]

1l
-[—Ml—cl‘n—c—c-]-
R
The best known example is deoxyribonucleic acid (DNA), which has a weight-

average molecular weight of 6—7 million. Even in aqueous solution, it is locked

FIGURE 1.6 The helical conformation of a polypeptide polymer chain.
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into its helical conformation by intramolecular hydrogen bonds. Rather than
behaving as a rigid rod in solution, the helix is disrupted at several points: It could
be described as a hinged rod in solution. The helical conformation is destroyed,
however, if the solution is made either too acidic or too basic, and the DNA
reverts to the random-coil conformation. The transformation takes place rather
sharply with changing pH and is known as the helix—coil transition. Sometimes,
the energy required for complete helical transformation is not enough. In that
case, the chain backbone assumes short blocks of helices, mixed with blocks of
random-flight units. The net result is a highly extended conformation with most
of the characteristics of the random-flight conformation.

1.7 POLYMERIC SUPPORTS IN ORGANIC
SYNTHESIS [11-13]

In conventional organic synthesis, organic compounds (say, A and B) are reacted.
Because the reaction seldom proceeds up to 100% conversion, the final reaction
mass consists of the desired product (say, C) along with unreacted reactants A and
B. The isolation of C is normally done through standard separation techniques
such as extraction, precipitation, distillation, sublimation, and various chromato-
graphic methods. These separation techniques require a considerable effort and
are time consuming. Significant advancements have been made by binding one of
the reactants (A or B) through suitable functional groups to a polymer support
that is insoluble in the reaction mass. To this, the other reactant (B or A) is
introduced and the synthesis reaction is carried out. The formed chemical C is
bound to the polymer, which can be easily separated.

The polymer support used in these reactions should have a reasonably high
degree of substitution of reactive sites. In addition, it should be easy to handle and
must not undergo mechanical degradation. There are several polymers in use, but
the most common one is the styrene—divinyl benzene copolymer.

~nnr —CH—CH, —CH—CH, — CH—— CH— ~w

oooY

| |
~w —CH—CH,—CH—CH,—CH—CH— v
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Because of the tetrafunctionality of divinyl benzene, the polymer shown is a
three-dimensional network that would swell instead of dissolving in any solvent.
These polymers can be easily functionalized by chloromethylation, hydrogena-
tion, and metalation. For example, in the following scheme, an organotin reagent
is incorporated:

Ti(OAc);-1.5H,0
n-BuLi .
Br — Li
in THF
MgBr, l

MgBr

l nC4HySnCl3

Etherate

Cl Cl

| LiAIH, I
e Sn—CyHy =4 e ?H_C4H9

Cl
(1.7.2)

Because the cross-linked polymer molecule in Eq. (1.7.1) has several phenyl
rings, the reaction in Eq. (1.7.2) would lead to several organotin groups
distributed randomly on the network polymer molecule.

Sometimes, ion-exchanging groups are introduced on to the resins and
these are synthesized by first preparing the styrene—divinyl benzene copolymer
[as in Eq. (1.7.1)] in the form of beads, and then the chloromethylation is carried
out. Chloromethylation is a Friedel-Crafts reaction catalyzed by anhydrous
aluminum, zinc, or stannous chloride; the polymer beads must be fully swollen
in dry chloromethyl methyl ether before adding the catalyst, ZnCl,. Normally, the
resin has very small internal surface area and the reaction depend heavily on the
degree of swelling. This is a solid—liquid reaction and the formed product can be
shown to be

e CICH,0CHj3; e
Tmcn, CH,Cl (1.7.3)

This reaction is fast and can lead to disubstitution and trisubstitution on a given
phenyl ring, but monosubstitution has been found to give better results. The
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chloromethylated resin in Eq. (1.7.3) is quaternized using alkyl amines or
ammonia. This reaction is smooth and forms a cross-linked resin having anions
groups within the matrix:

CH2C1 + NH; — @CHZNH4+CI’ (1.7.4)

which is a commercial anion-exchange resin.

It is also possible to prepare anion-exchange resins by using other
polymeric bases. For example beads of cross-linked polyacrylonitrile are prepared
by using a suitable cross-linking agent (say, divinyl benzene). The polymer bead
can then be represented as (F)—CN, where the cyanide group is available for
chemical reaction, exactly as the phenyl group in Eq. (1.7.3) participated in the
quaternization reaction. The cyanide group is first hydrogenated using a Raney
nickel catalyst, which is further reacted to an alkyl halide, as follows:

(Iszs
@CN _NiH @CHz_NHz CaHsBr @»CHzl\lﬁBr (1.7.5)
C,H5

Instead of introducing active groups into an already cross-linked resin, it is
possible to polymerize monomeric bases with unsaturated groups or salts of such
bases. For example, we first copolymerize p-dimethyl aminostyrene with divinyl
benzene to form a polymer network as in Eq. (1.7.1):

ClI=CHl, CH=Ctla
(lfllg
+ — @N—CH; (1.7.6)
NCT3)s CH=Clls

The resulting network polymer in the form of beads is reacted with dimethyl
sulfonate to give a quaternary group, which is responsible for the ion-exchange
ability of the resin:

CIl T
@N: T 80, — ®~T|\':"IIS()4 (1.7.7

CH; CH,
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Sometimes, we want to prepare a quaternary salt of the vinyl monomer and then
copolymerize this with divinyl benzene to form the network polymer resin shown
in the following diagram:

CITI=CHl» CN=CIT

Gy CH=Cl1,
N (CH3p ClHBr

"’W"—(II- CHy—=CH—C

LII i
i C1> N (ClHs CHs Br
Cll

(1.7.8)

Evidently, this polymer resin has a greater number of sites because the quaternary
group is present at every alternate covalent bond on the backbone.

The other support materials that are commonly used are Tenta Gel resins
which are obtained by grafting the styrene—divinyl benzene copolymer [of Eq.
(1.7.1)] with polyethylene glycol (PEG). Due to the grafts of PEG, the support is
polar in nature and it easily swells in water, methanol, acetonitrile, dimethyl
formamide, and dichloroethane. Crowns/pins (CP) are another kind of support
which consists of radiation grafted polyethylene or polypropylene materials.
Polymer formed from monomer polyethylene glycol dimethacrylamide is a
network because of the two acrylamide molecules are chemically bound to the
two ends of polyethylene glycol and is sometimes abbreviated as PEGA support.
This is highly polar, swelling extensively in water, having extremely flexible
interior, and suitable for reactions in which it is desired for large macromolecules
like enzymes to enter into the matrix of the support.

The synthesis using polymer supports can be of the following two types. In
the first one, the catalyst metal is covalently linked to the support and this
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covalently bound metal serves as a catalyst in a given reaction. In the following
example, the supported metal is utilized as a hydrogenation catalyst:

®—Cal + Hy + 1hC=Clly — @—cm + Cll—Cll; (1.7.9)

In the second type (called organic synthesis on solid support), one of the reactants
(say, X) is first reacted to the support (say, step a) and then the excess reagent X is
removed (say, step b). The resultant resin is then reacted to the second reactant
(called step c; in this way, X and Y chemically bonding to the support), and after
this, the resultant support is reduced (called step d). This reduction process should
be such that the product of the surface-reacted X and Y cleave efficiently from the
support without affecting the support. Such supports are regenerable and can be
utilized in several cycles of chemical reaction between X and Y. For practical
reasons, such supports have specific functional groups (called linkers) which are
chemically stable during the synthesis of the product X—Y. In addition, the linker
group is spaced from the surface of the support and it could be represented by (F)—
spacer-linkers, whereas the chemical reaction between X and Y can be written as

. Stgps . . .
@—Spaccr-lmkcr R . Spacer-linker—X

l Steps e (1.7.10

Steps de
@Spaccr-lillkcr - XY ik @*Spaccr-]inkcr—x—‘{

Principally, the purpose of the spacer is to alter the swelling properties of the
resin, in this way imparting the resin a better solvent compatibility. For example,
in Tenta Gel resin, the graft polyethylene glycol serves as a spacer and makes the
styrene—divinyl benzene copolymer swell in presence of water, which otherwise
would not do.

The organic synthesis on solid support was first carried out by Merrifield in
1963 for synthesis of Peptide with a well-defined sequence of amino acids. As an
example, the support used for the synthesis was the styrene—divinyl benzene
copolymer having the following structure:

NO»

@ O cr—cily (1.7.11)

Iir

where C¢H3(NO,)—CH(CH3)Br serves as the integral linker with no spacer. In
order to load the resin with the first amino acid NH,—CH(R)—COOH, the amino
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group of the latter is first blocked with the benzyloxycarbonyl group (Cbz) and
then reacted to the resin as follows:

NI~

R,

|
@ O CIHLC - COOH—CH—NH—Chry ——

NO»
(J R|

@ O CILOC—CNNL— Chy

Resin |

(1.7.12)

For resin 1 to react with another amino acid molecule, NH,—CH(R,)—COOH,
the Cbz—NH— group of the former must be deprotected (using HBr in glacial
acetic acid and then neutralizing) and the amine group of the latter should be
protected using Cbz as follows:

Rz

. . I _ 1) 10" aH B A
Resin | 1 COOH—CH—NH—Ch» —
23 Neutralizatian
21 Aaing acid eoupHing
N
R, 9) 1|<3
Il
@ O Ulw()( ( —NHC—CH—NH—Cbz
Resm 2
N(h
Ry © R
Resin 2 13 10k BriAcO1] o . [} I ]
esin 2 oo @ CHACl + NI —CH—CNH—CH—COOI

(1.7.13)

Another very active area of research where polymer supports are utilized is the
combinatorial synthesis methods, applied to the synthesis of biologically active
compounds. The sources of the latter has always been the nature itself and all
natural products are mixture of several compounds. A considerable amount of
work is required to identify and isolate the active component which serves as the
target molecule. Because this is in small amount, invariable having an extremely
complex structure, it cannot be easily synthesized, and therefore, as such, it
cannot be adopted for commercial application. In view of this, a new active
substance, based on the study of the target molecule, is found by trial and error;
this has a comparable biological activity but simpler molecular structure so that it
could be manufactured commercially. The identification of the new active
substance (having simpler molecular structure) evidently requires extensive
organic synthesis followed by purification of the compounds formed and their
identification. After these are synthesized, they are then tested for the biological
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activity and we wish to find that new active substance which has the highest
biological activity. Evidently, in order to achieve this extensive organic synthesis,
traditional procedures of organic synthesis reaches the limit of time and effort.
The speed of synthesis is a new dimension in which many structurally diverse
substances are synthesized and are subjected to high characterization and
screening throughout.

The goal of the combinatorial approach is to produce many different
products with defined structures and bind them chemically with a polymer
support through their linkers. The set of supports storing these chemicals is
known as a library, totally in analogy with a library of books. Suppose that there
is an unknown molecule (assuming that it is available in pure form) whose
molecular structure is to be determined. One determines either its high pressure
liquid chromatography (HPLC) or its mass spectra. One could compare these
with various known compounds from the library as follows. One releases the
bound compound by breaking the bond with the linkers of the support and then
compares the spectra of the unknown compound with the spectra of this. In this
way, one could determine the molecular weight as well as the chemical structure
of the unknown compound. This is also not a simple task, but using the following
scheme (called combinatorial scheme), this task can be considerably simplified as
follows.

Suppose the unknown product is known to be an amide formed by the
reaction of an acyl chloride with an amine. Let us also say that there are 10 types
of acyl chloride (A to Ajo) and 10 types of amine (B; to Bjo) and the products
formed are represented by

(A to A;()COCI + (B, to B;y)NH, — (A, to A,j)CNH(B, to B,,)
(1.7.14)
In the combinatorial scheme, there are 100 products and they can be carried out in
10 reaction steps as follows. We prepare a mixture of Bj—NH, to B;p—NH, in

equal proportion and this mixture is reacted in 10 broths, each containing
A1COCI to A;oCOCL In this way, we generated 10 mixtures which contain

A2Bl + Asz + A2B3 + ttt + A2B10 (1715b)

These 10 mixtures are then stored (by chemically binding) on 10 different
supports. In this case, the library consists of 10 supports and the compounds
released from the linkers is a mixture of 10 amides. However, there is never a
confusion, simply because the peak positions of the 10 amides in HPLC
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experiments are unique and are known a priori. Similarly in its mass spectra, the
molecular weights of each components and their fragments are precisely known
beforehand. It is thus seen that the unknown compound can be easily identified
precisely with 10 HPLC (or mass spectral) experiments alone.

The success of the combinatorial scheme discussed above lies in the fact
that the mixture could be easily bound to the polymer support covalently as well
as they should easily be cleaved from the linker completely. In addition to this, the
attachment points of the linker (or spacer) with the polymer support should be
chemically stable during the binding and cleaving of the mixture. In past years,
several linkers have been developed allowing many multi step organic synthesis
and cleavage efficiently. The conditions of the reactions are found to depend not
only upon the linker and spacer but also upon the type of resin, its extent of
loading and the nature of compound. In light of this, in the present context, this is
a rapidly growing area of research [11,12].

Example 1.4: Discuss different methods of functionalizing the styrene—divinyl
benzene polymer.

Solution: A wide variety of vinyl-derivitized monomers are available commer-
cially and some of these are 4-vinylimidazole, vinyl pyridines, and acryloyl
morpholine [13]. This can be terpolymerized with styrene and divinyl benzene to
obtain polymer gel having the following structures:

0O
®7Lf:“=(|5” @—@N HI—NC()

HN N
N
H

{.‘\ (“\
@ ~o @ CNH
C ﬁf
Q 8]
Once the gel is formed, they can be functionalized only through chemical

modification, and normally this is done via chloromethylation using chloromethyl
methyl ether and lithiation by lithium—bromine exchange as follows:

CHSCI

X
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Chloromethylation is a versatile and reliable reaction, even through chloromethyl
methyl ether is highly carcinogaric reaction.

Example 1.5: Define photoconductivity and how it achieved in polymers.

Solution: Photoconductivity is defined as a significant increase in conductivity
caused by illumination and is attributed to increase in charge carriers (electrons or
holes due to it). For polymers to be photoconductive, mobile charge carriers must
be generated with light. The resulting charge pair may then separate, and either a
positive charge, an electron, or both may migrate in a polarizing electrical field as
follows:

D+A i} [D+AO]* electric field DO+ + A
Polymers are normally insulators with negligible conduction and the latter can be
achieved by (1) addition of a small molecular dopants or (2) chemical modifica-
tion of the polymer.

The dopants (e.g., dyes like rose bengal, methyl violet, methylane blue,
etc.) re charge-transfer agents. The dyes have the ability to absorb light and
sensitize the polymer by the addition of electron transfer. The technique of
chemical modification improves the spectral response, giving a higher speed of
movement of holes.

Example 1.6: Describe the various steps of photocopying.

Solution: There are four steps:

1. The surface of a metal drum is coated with photoconductive material
[selenium or polyvinyl carbazole (PVK)]. This is charged in the dark
by spraying ions under corona discharge. This gives a uniform charge
on the surface.

2. The image to be copied is projected on the drum, and by this, different
areas of the drum are discharged in the light signal. Charge is retained
in areas not illuminated, and in this way, an electrical pattern is
generated on the drum.

3. The developer consists of two components: carrier and toner. The
carrier is metal beads and the toner is a polymer with black dye. On
shaking, the toner becomes positively charged, which, on exposure to
the drum, accumulates around dark areas. The paper is exposed to a
high voltage to make it negatively charged and the toner shifts from the
drum surface to the paper.

4. The image transferred to the paper is fixed by heating the paper, and
the polymer particles of toner are then sintered.
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Example 1.7: After separating gas, gasoline, naphtha, and gas oil from crude
petroleum, the residue is depolymerized and then further distilled for these
materials. Discuss the depolymerization of long-chain hydrocarbon (called
Visbreaking step). Sometimes, a catalytic cracking process is used. Discuss the
difference between the two.

Solution: Under depolymerization, a C—C bond breaks homolytically to give
two radicals:

R,CH,CH,R, — R,CH; + R,CH,
They produce ethylene under f-scission:

R,—CH,CH,CH, — RCH; + CH,=CH,

The radical need not necessarily be at the chain end alone. For production of
propylene, we need to have the radical at the third carbon and then there is
p-scission reaction:

R,CH,CH,CH,CH; + 'CH, — RCH,CH"CH,CH, + CH,
R,CH,CH CH,CH; — RCH;, + CH,=CH—CH,

Catalytic cracking in the petroleum industry is a very important process in which
heavy oils are converted into gasoline and lighter products. This occurs through
carboneum ion formation in the presence of zeolite catalyst (Lewis acid, L) as
follows:

RH+L=LH +R

In the case of R isomerization occurs easily and a shift of the double bond and a
shift of the methyl group are commonly seen. The aromatic formation on zeolite
occurs as follows:

i - il -
CH;=ClHy — (Cl13)y CH == Cl3—CHy—Cl,—CH CH;

l—n_,
CHl e on M
T T é/ e ¢Toe—n
/ \
11,C Clly

1.8 CONCLUSION

In this chapter, various methods for classifying polymers have been discussed and
basic concepts regarding molecular-weight distribution, mechanism of polymer-
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ization, molecular conformations, configurations, and crystallinity have been
presented. These concepts will be amplified in the rest of the book. It may be
mentioned that synthetic polymers are mainly emphasized in this textbook, but
the concepts developed here can be easily extended to naturally occurring
polymers such as proteins, nucleic acids, cotton, silk, wool, and paper. No
single textbook can do justice to so many fascinating areas of research. This is the
only justification for the exclusion of natural polymers from this book.
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PROBLEMS

1.1. The molecular functionality of real systems is usually expressed by a
fraction in view of the possible occurrence of side processes involving
cyclization, cross-linking, and so forth. When more than one monomer is
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involved, we talk of average functionality / defined as

YU,
I="%N,

where f; is the functionality of the ith monomer whose N; moles are present
in the reaction mixture. Calculate f* for a mixture of glycerol-phthalic
anhydride in the ratio of 2 :3. For branched and network polymer, f must
be greater than 2.

1.2. In the polymerization of phthalic anhydride with glycerol, one adds
ethylene glycol also. Why? Assuming their concentrations in the ratio of
2:3:1, find their average functionality. What is the main difference
between this polymer and the one in Eq. (1.22)?

1.3. Methyl methacrylate [CH,=C(CH3)COOCHs3;] is randomly copolymerized
with maleic anhydride in the first stage, and the resulting copolymer is
reacted with polyvinyl alcohol [CH,—CH—(OH)], in the second stage.
Write down all of the chemical reactions involved and the molecular
structure of the resulting polymers in both stages.

1.4. 12-Hydroxystearic acid [CH3;—(CH,)s—CH(OH)—(CH,),(—COOH] is
polymerized through the step-growth mechanism (ARB monomer type
reaction) in stage 1. In stage 2, this is reacted with glycidyl methacrylate

[CH,=C(CH;)COOCH,—CH—CH,; GMA],
\ /

which produces the end-capping of the polymer formed at the end of stage
1. In this reaction, the epoxy group of the GMA reacts, keeping the double
bond safe. This is copolymerized with methyl methacrylate in stage 3, and
in this stage, the double bond of the GMA reacts. Write down the structure
of the polymer at the end of each stage.

1.5. A small amount of grafting of polyethylene (PE) changes the properties of
the polymer. The polymer in the molten stage is mixed with a suitable
monomer (e.g., acrylic acid CH,=CHCOOH, fumaric acid
COOHCH,=CHCOOH, or maleic anhydride (O)—CH=CH-C{Q)—-0
and an initiator [e.g., dicumylperoxide; C4HsC(CH3),OOC(CHj3),CeHg].
Explain why the polymer formed would be a mostly grafted one and what
its structure would be. Discuss other possible products.

1.6. Polyvinyl alcohol (PVA) is normally atactic and has a high concentration of
head-to-head defects. However, PVA in the crystalline state is in the all-
trans stage and gives tough fibers. PVA fibers can also absorb water and, in
this way, lose strength. To avoid this, one usually treats the polymer with
formaldehyde and the latter reacts (the reaction is called ketalization) with
the two adjacent hydroxyl groups of the polymer. What changes are
produced in the polymer through this treatment and why?
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1.7. Polyvinyl amine [-CH,—CH(NH,)—], can be easily prepared through
Hoffmann degradation of polyacrylamide [-CH,—CH(CONH,)—],,. Write
down the basic reactions using sodium hydrochloride (NaCl) in methanol
medium. The modified polymer now is an ammonium chloride salt and has
to undergo an ion exchange to obtain the desired polymer.

1.8. Linear polyacetylene is known to be an intrinsically electrically conductive
polymer. The configuration could be cis, trans, or mixed. Do you think that
the configuration would have any influence on the electrical conductivity?

1.9. Polyphenylene sulfide is an important electronic polymer and can be
synthesized using p-dichlorobenzene with Na,S in n-pyrolidone (Campbell
method). Its initiation step is as follows:

Initiation

i “@“ S
HS —— HY ————— (] _—
Cl
Cl Q SH — (1 @ 5
] (A)
Propagation

0000

(13)

A+

The termination of the polymer could occur with A (by combination) as
well as B (by transfer reaction) and write these reactions.
1.10. The following polymer poly(glutamic acid) is used as an antitumor agent:

0 i i
i NHCTH—C—NHCH=C—NIHCH-C e
(:‘I Iy (:‘I I c:‘[ I3
Clls Cly Clly
Eootl 0=C ():é'—T\'[[—lg

|
wi Oy NICHECH

where Ig is a protein immunoglobin. In this polymer molecule, identify
various groups serving as the solubilizer, pharmacon, and the homing
device.
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1.11. Poly(2-vinylpyridine-1-oxide) (PVNO) is a polymer that dissolves in water
and serves as a medicinal drug:

—CH—=Cla—
7 |N{}
Sy

n

The polymer prevents the cytotoxic action of quartz dust, and its activity is
found for a molecular weight above 30,000. Assuming that the monomer is
available, how would you form the required polymer?

1.12. Penicillin has the following chemical formula:

0 S _(Clly)
R—L:—Nli—cl‘—cl:" SRR

|
O=C—N——CH—=COOIL
On binding it to a polymer, the activity of the drug is found to increase.
Suggest a suitable polymer on which this can be bound.

1.13. Heparin is highly acidic dextrorotatory copolymer of glucosamine and
glucuronic acid having the following structure:

COOL CHs— 0805
—()\I — ()
9] OH 18 O 8]
0803 NIISO;
13-Glucoronic acid D-Glucosamine

It is naturally present in blood and inhibit its clotting. It is desired to use
PVC bags for storing blood and this can be done only if its inner surface is
passivated with heparin. Suggest a method by which it can be done.
1.14. In diabetes (where there is poor insulin delivery by the pancreas in response
to glucose) or Parkinson’s disease (where there is poor release of dopamine
in response to potassium), it has been recommended to transplant encap-
sulated animal cells in the human body to supplement the existing
deficiency. The limitation of this cell transplant is the immune-mediated
rejection, and to overcome this, the cells are microencapsulated with
acrylates and methacrylates, which cannot be penetrated by large anti-
bodies but insulin or dopamine can diffuse out easily. Readily available
methacrylates [CH,=C(CH3)—C(O)OR] are MAA (methacrylic acid with
R as H), MMA (methyl methacrylate with R as CH3;), HEMA (2-hydro-
xyethyl methacrylate with R as —CH,CH,OH), HPMA (2-hydroxy methyl
methacrylate with R as —CH,CH(OH)—CH3), and DMAEMA [dimethyl-
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aminoethyl methacrylate with R as —CH,CH,N(CH3),]. Find out which
monomer would give acidic, basic, or neutral film.

1.15. When acidic and basic polymeric polyelectrolytes are mixed, they form a
complex which precipitates. Based on this, mammalian cells are coated
with sodium alginate (natural polymer) solution (in water) and then put in a
suitable water-soluble acrylate solution. This forms a hard encapsulation
around the mammalian cell; this is impervious to antibodies. Suggest a
suitable acrylate (as methacrylate) for the encapsulation.

1.16. One of the synthetic blood plasmas is poly[N-(2-hydroxypropyl)] metha-

crylamide:
el ]
ClL—C
i |1

O=C—NI I'—Clly—tl“—t‘l [3
913

Suggest some (at least two) plausible ways of making this material.

1.17. In following multifunctional initiators, the azo (at 50°C) and peroxide
groups (at 90°C) decompose at separate temperatures and the monomer M;
is polymerized first:

i i
R'OOC—RN=NR—C—0OO0OR'

Considering that polymer radicals due to monomer M; terminates (say,
Py;,) by recombination alone and that due to M, (say, Py, ), terminates by
recombination alone, what kinds of polymer that would be formed. What
would be the nature of the polymer if the polymer radicals due to monomer
M, terminate by disproportionation only.

1.18. Suppose in Problem 1.17 that the polymer radical due to monomer M,
terminate by disproportionation and that due to M, terminates by combina-
tion, what is the nature of the final polymer? Suppose Py, terminates by
disproportionation only; what would be the nature of the polymer then?

1.19. lodine transfer polymerization requires a peroxide (R—O—O—R) and an
alkyl iodide (Rgl). The primary radicals are generated and the polymer
radicals (R;y = M,) undergo transfer reaction as follows:

R—-0—0-R 2 RO
RO" + Ry —> Product + Ry
ReM,, + Rl — ReM, I 4+ Rg

Assuming termination to occur by combination, give the complete mechan-
ism of polymerization.
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1.20. Synthesis gas is a mixture of carbon monoxide and hydrogen. In the
Fischer—Tropsch process, the formation of alkane, alkene, alcohol of large
chain-length occurs, depending on the catalyst used, as follows:

1. Formation of alkane and alkene of larger chain length:
(n+ 1)H, 4+ 2nCO == C,H,,,, + rnCO,
Hydrocarbons up to C (e.g., gasoline, diesel, or aviation fuel) are

produced using a (Co, Fe, Ru) catalyst.
2. Alcohol formation:

2nH, 4+ nCO == C,H,,  ,OH + (n — 1)H,0

Ethanol using a Co catalyst, higher alcohols using a (Fe, Co, Ni) catalyst,
and ethylene glycol using a Rh catalyst are produced.

In the Fischer-Tropsch process, carbon monoxide is absorbed on a
metal (M) as one of its ligands, as follows:

CO +M—M=C=0
M=C=0 + M—OM-C + M-0

It is these M—C ligands that give the growth of chains:

H, H,
M—-C — M=CH, — M—CH;4

Now write down the propagation and termination reactions in the Fischer—
Tropsch process.

1.21. Liquid hydrocarbons have been prepared using the ZSM-5 zeolite catalyst.
At 600°C, the following initiation reaction occurs:

2CH0M

150 .
H - OGN = Cally
kL BT

Cli;—0—~Cl5

With the help of your understanding of Example 1.7, explain the formation
of CsHg, paraffin, paraffin isomers, and aromatics.

Copyright © 2003 Marcel Dekker, Inc.



2

Effect of Chemical Structure on
Polymer Properties

2.1 INTRODUCTION

In the previous chapter, we discussed different ways of classifying polymers and
observed that their molecular structure plays a major role in determining their
physical properties. Whenever we wish to manufacture an object, we choose the
material of construction so that it can meet design requirements. The latter
include temperature of operation, material rigidity, toughness, creep behavior, and
recovery of deformation. We have already seen in Chapter 1 that a given polymer
can range all the way from a viscous liquid (for linear low-molecular-weight
chains) to an insoluble hard gel (for network chains), depending on how it was
synthesized. Therefore, polymers can be seen to be versatile materials that offer
immense scope to polymer scientists and engineers who are on the lookout for
new materials with improved properties. In this chapter, we first highlight some of
the important properties of polymers and then discuss the many applications.

2.2 EFFECT OF TEMPERATURE ON POLYMERS
[1-4]

We have observed earlier that solid polymers tend to form ordered regions, such
as spherulites (see Chapter 11 for complete details); these are termed crystalline
polymers. Polymers that have no crystals at all are called amorphous. A real

45
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polymer is never completely crystalline, and the extent of crystallization is
characterized by the percentage of crystallinity.

A typical amorphous polymer, such as polystyrene or polymethyl meth-
acrylate, can exist in several states, depending on its molecular weight and the
temperature. In Figure 2.1, we have shown the interplay of these two variables
and compared the resulting behavior with that of a material with moderate
crystallinity. An amorphous polymer at low temperatures is a hard glassy material
which, when heated, melts into a viscous liquid. However, before melting, it goes
through a rubbery state. The temperature at which a hard glassy polymer becomes

Diffuse transition
zone

Viscous
liquid

Glass transition

Temperature

Glassy

Mol. Wt.
(a) Amorphous polymer

Diffuse transition
zone

Rubber

Viscous

liquid Flexible crystalline

Temperature

Mol. Wt.
(b) Crystalline polymer

FIGURE 2.1 Influence of molecular weight and temperature on the physical state of
polymers.
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a rubbery material is called the glass transition temperature, T, (see Chapter 12
for the definition of 7, in terms of changes in thermodynamic and mechanical
properties; there exists a sufficiently sharp transition, as seen in Fig. 2.1a). There
is a diffuse transition zone between the rubbery and liquid states for crystalline
polymers; the temperature at which this occurs is called the flow temperature, Ty.
As the molecular weight of the polymer increases, we observe from Figure 2.1
that both 7, and 7} increase. Finally, the diffuse transition of the rubber to the
liquid state is specific to polymeric systems and is not observed for low-
molecular-weight species such as water, ethanol, and so forth, for which we
have a sharp melting point between solid and liquid states.

In this section, only the effect of chain structure on 7, is examined—other
factors will be discussed in Chapters 10—12. In order to understand the various
transitions for polymeric systems, we observe that a molecule can have all or
some of the following four categories of motion:

1. Translational motion of the entire molecule
Long cooperative wriggling motion of 40-50 C—C bonds of the
molecule, permitting flexing and uncoiling
3. Short cooperative motion of five to six C—C bonds of the molecule
4. Vibration of carbon atoms in the polymer molecule

The glass transition temperature, 7, is the temperature below which the
translational as well as long and short cooperative wriggling motions are frozen.
In the rubbery state, only the first kind of motion is frozen. The polymers that
have their 7, values less than room temperature would be rubbery in nature, such
as neoprene, polyisobutylene, or butyl rubbers. The factors that affect the glass
transition temperatures are described in the following subsections.

2.2.1 Chain Flexibility

It is generally held that polymer chains having —C—C— or —C—O— bonds are
flexible, whereas the presence of a phenyl ring or a double bond has a marked
stiffening effect. For comparison, let us consider the basis polymer as poly-
ethylene. It is a high-molecular-weight alkane that is manufactured in several
ways; a common way is to polymerize ethylene at high pressure through the
radical polymerization technique. The polymer thus formed has short-chain as
well as long-chain branches, which have been explained to occur through the
“backbiting” transfer mechanism. The short-chain branches (normally butyl) are
formed as follows:

LIy = Cl=Cly —= 22wl =Tl —= = Cly— CH—CHCHy:
I Cl (i) (i)
Cl,—Cly Cl; Clly

(2.2.1)
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and the long-chain branches are formed through the transfer reaction at any
random point of the backbone as

e CHw Iy — w»%'tn — mcug—gnmcngd‘n:
oo €y Cliy (22.2)
Cr—Clis Clly Cliy

The polymer has a T, of about —20°C and is a tough material at room
temperature. We now compare polyethylene terephthalate with polyethylene.
The former has a phenyl group on every repeat unit and, as a result, has stiffer
chains (and, hence, higher 7,) compared to polyethylene. 1,4-Polybutadiene has a
double bond on the backbone and similarly has a higher 7.

The flexibility of the polymer chain is dependent on the free space v,
available for rotation. If v is the specific volume of the polymer and v; is the
volume when it is solidly packed, then v, is nothing but the difference between
the two (v —uv,). If the free space v, is reduced by the presence of large
substituents, as in polyethylene terephthalates, the 7, value goes up, as observed
earlier.

2.2.2 Interaction Between Polymers

Polymer molecules interact with each other because of secondary bondings due to
dipole forces, induction forces, and/or hydrogen bonds. The dipole forces arise
when there are polar substituents on the polymer chain, as, for example, in
polyvinyl chloride (PVC). Because of the substituent chlorine, the 7, value of
PVC is considerably higher than that of polyethylene. Sometimes, forces are also
induced due to the ionic nature of substituents (as in polyacrylonitrile, for
example). The cyanide substituents of two nearby chains can form ionic bonds

as follows:
Gl
C' e M
I al (2.2.3)
™ C
]y CH——nnn

Hydrogen bonding has a similar effect on 7,. There is an amide (—CONH-)
group in nylon 6, and it contributes to interchain hydrogen- bonding, increasing
the glass transition temperature compared to polyethylene. In polytetrafluoroethy-
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lene, there are van der Waals interaction forces between fluorine atoms and, as a
result, it cannot be melted:

: i
e ,
F—C—F-  F—C—I (2.24)

Even though the energy required to overcome a single secondary-force
interaction is small, there are so many such secondary forces in the material that it
is impossible to melt it without degrading the polymer.

2.2.3 Molecular Weight of Polymers

Polymers of low molecular weight have a greater number of chain ends in a given
volume compared to those of high molecular weight. Because chain ends are less
restrained, they have a greater mobility at a given temperature. This results in a
lower 7, value, as has been amply confirmed experimentally. The molecular-
weight dependence of the glass transition temperature has been correlated by

T,=Ty —— (2.2.5)
Hy
where 7¢° is the T, value of a fictitious sample of the same polymer of infinite
molecular weight and 4, is the number-average chain length of the material of
interest. K is a positive constant that depends on the nature of the material.

2.2.4 Nature of Primary Bondings

The glass transition temperature of copolymers usually lies between the 7, values
of the two homopolymers (say, 7,, and 7,,) and is normally correlated through
1 1-
L_wm (d-w) (2.2.6)

Tg Tgl Tg2

where w,; is the weight fraction of one of the monomers present in the copolymer
of interest. With block copolymers, sometimes a transition corresponding to each
block is observed, which means that, experimentally, the copolymer exhibits two
T, values corresponding to each block. We have already observed that, depending
on specific requirements, one synthesizes branch copolymers. At times, the long
branches may get entangled with each other, thus further restraining molecular
motions. As a result of this, Eq. (2.2.6) is not obeyed and the 7, of the polymer is
expected to be higher. If the polymer is cross-linked, the segmental mobility is
further restricted, thus giving a higher 7,. On increasing the degree of cross-
linking, the glass transition temperature is found to increase.

The discussion up to now has been restricted to amorphous polymers.
Figure 2.1b shows the temperature-molecular weight relation for crystalline
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polymers. It has already been observed that these polymers tend to develop
crystalline zones called “spherulites.” A crystalline polymer differs from the
amorphous one in that the former exists in an additional flexible crystalline state
before it begins to behave like a rubbery material. On further heating, it is
converted into a viscous liquid at the melting point 7,,. This behavior should be
contrasted with that of an amorphous polymer, which has a flow temperature 7
and no melting point.

The ability of a polymeric material to crystallize depends on the regularity
of its backbone. Recall from Chapter 1 that, depending on how it is polymerized,
a polymeric material could have atactic, isotactic, or syndiotactic configurations.
In the latter two, the substituents of the olefinic monomer tend to distribute
around the backbone of the molecule in a specific way. As a result (and as found
in syndiotactic and isotactic polypropylene), the polymer is crystalline and gives a
useful thermoplastic that can withstand higher temperatures. Atactic polymers are
usually amorphous, such as atactic polypropylene. The only occasion when an
atactic material can crystallize is when the attached functional groups are of a size
similar to the asymmetric carbon. An example of this case is polyvinyl alcohol, in
which the hydroxyl group is small enough to pack in the crystal lattice.
Commercially, polyvinyl alcohol (PVAlc) is manufactured through hydrolysis
of polyvinyl acetate. The commonly available PVAlc is always sold with the
percentage alcohol content (about 80%) specified. The acetate groups are large,
and because of these residual groups, the crystallinity of PVAlc is considerably
reduced.

It is now well established that anything that reduces the regularity of the
backbone reduces the crystallinity. Random copolymerization, introduction of
irregular functional groups, and chain branchings all lead to reduction in the
crystalline content of the polymer. For example, polyethylene and polypropylene
are both crystalline homopolymers, whereas their random copolymer is amor-
phous rubbery material. In several applications, polyethylene is partially chlori-
nated, but due to the presence of random chlorine groups, the resultant polymer
becomes rubbery in nature. Finally, we have pointed out in Eqgs. (2.2.1) and
(2.2.2) that the formation of short butyl as well as long random branches occurs
in the high-pressure process of polyethylene. It has been confirmed experimen-
tally that short butyl branches occur more frequently and are responsible for
considerably reduced crystallinity compared to straight-chain polyethylene manu-
factured through the use of a Ziegler—Natta catalyst.

2.3 ADDITIVES FOR PLASTICS

After commercial polymers are manufactured in bulk, various additives are
incorporated in order to make them suitable for specific end uses. These additives
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have a profound effect on the final properties, some of which are listed for
polyvinyl chloride in Box 2.1. PVC is used in rigid pipings, conveyor belts, vinyl
floorings, footballs, domestic insulating tapes, baby pads, and so forth. The
required property variation for a given application is achieved by controlling the
amount of these additives. Some of these are discussed as follows in the context
of design of materials for a specific end use.

Plasticizers are high-boiling-point liquids (and sometimes solids) that,
when mixed with polymers, give a softer and more flexible material. Box 2.1
gives dioctyl phthalate as a common plasticizer for PVC. On its addition, the
polymer (which is a hard, rigid solid at room temperature) becomes a rubberlike

Box 2.1
Various Additives to Polyvinyl Chloride

Commercial polymer Largely amorphous, slightly branched with
monomers joined in head-to-tail sequence.
Lubricant Prevents sticking of compounds to processing

equipment. Calcium or lead stearate forms a
thin liquid film between the polymer and
equipment. In addition, internal Iubricants
are used, which lower the melt viscosity to
improve the flow of material. These are
montan wax, glyceryl monostearate, cetyl
palmitate, or aluminum stearate.

Filler Reduces cost, increases hardness, reduces
tackiness, and improves electrical insulation
and hot deformation resistance. Materials
used are china clay for electrical insulation
and, for other works, calcium carbonate, talc,
magnesium carbonate, barium sulfate, silicas
and silicates, and asbestos.

Miscellaneous additives ~Semicompatible rubbery material as impact
modifier; antimony oxide for fire retardancy;
dioctyl phthalate as plasticizer; quaternary
ammonium compounds as antistatic agents;
polyethylene glycol as viscosity depressant in
PVC paste application; lead sulfate for high
heat stability, long-term aging stability, and
good insulation characteristics.
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material. A plasticizer is supposed to be a “good solvent” for the polymer; in
order to show how it works, we present the following physical picture of
dissolution. In a solvent without a polymer, every molecule is surrounded by
molecules (say, z in number) of its own kind. Each of these z nearest neighbors
interacts with the molecule under consideration with an interaction potential £ ,.
A similar potential, £,,, describes the energy of interaction between any two
nonbonded polymer subunits. As shown in Figure 2.2, the process of dissolution
consists of breaking one solvent—solvent bond and one interactive bond between
two nonbonded polymer subunits and subsequently forming two polymer—solvent
interactive bonds. We define £, as the interaction energy between a polymer
subunit and solvent molecule. The dissolution of polymer in a given solvent
depends on the magnitudes of E|;, E,,, and E|,. The quantities known as
solubility parameters, d,;, and J,,, are related to these energies. Their exact
relations will be discussed in Chapter 9. It is sufficient for the present discussion
to know that these can be experimentally determined; their values are compiled in
Polymer Handbook [4].

We have already observed that a plasticizer should be regarded as a good
solvent for the polymer, which means that the solubility parameter §,, for the
former must be close (=d,,) to that for the latter. This principle serves as a guide
for selecting a plasticizer for a given polymer. For example, unvulcanized natural
rubber having d,, equal to 16.5 dissolves in toluene (0,; = 18.2) but does not
dissolve in ethanol (6;; = 26). If a solvent having a very different solubility
parameter is mixed with the polymer, it would not mix on the molecular level.
Instead, there would be regions of the solvent dispersed in the polymer matrix that
would be incompatible with each other.

Fillers are usually solid additives that are incorporated into the polymer to
modify its physical (particularly mechanical) properties. The fillers commonly
used for PVC are given in Box 2.1. It has been found that particle size of the filler
has a great effect on the strength of the polymer: The finer the particles are, the
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FIGURE 2.2 Schematic diagram of the process of polymer dissolution.
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higher the hardness and modulus. Another factor that plays a major role in
determining the final property of the polymer is the chemical nature of the
surface. Mineral fillers such as calcium carbonate and titanium dioxide powder
often have polar functional groups (e.g., hydroxyl groups) on the surface. To
improve the wetting properties, they are sometimes treated with a chemical called
a coupling agent.

Coupling agents are chemicals that are used to treat the surface of fillers.
These chemicals normally have two parts: one that combines with the surface
chemically and another that is compatible with the polymer. One example is the
treatment of calcium carbonate filler with stearic acid. The acid group of the latter
reacts with the surface, whereas the aliphatic chain sticks out of the surface and is
compatible with the polymer matrix. In the same way, if carbon black is to be
used as a filler, it is first mixed with benzoyl peroxide in alcohol at 45°C for at
least 50 h and subsequently dried in vacuum at 11°C [5]. This activated carbon
has been identified as having C—OH bonds, which can lead to polymerization of
vinyl monomers. The polymer thus formed is chemically bound to the filler and
would thus promote the compatibilization of the filler with the polymer matrix.
Most of the fillers are inorganic in nature, and the surface area per unit volume
increases with size reduction. The number of sites where polymer chains can be
bound increases, and, consequently, compatibility improves for small particles.

For inorganic fillers, silanes also serve as common coupling agents. Some
of these are given in Table 2.1. The mechanism of the reaction consists of two
steps; in the first one, the silane ester moiety is hydrolyzed to give

(C,H;0);—Si—(CH,);—NH, + 3H,0
— (OH);—Si—(CH,);—NH, + C,H;0H (2.3.1)

These subsequently react with various OH groups of the surface, Sur-(OH);:

Ol
Sur<E(()|n + (O3 —Si—(CHa);—NIly —=
Ol

0

I.
Sur—o—.l%.—fu L NI,

&

(2.3.2)

Silane coupling agents can have one to three of these bonds, and one would
ideally like to have all of them reacted. The reaction of OH groups on Si is a
competitive one; because of steric factors, not all of them can undergo reaction.
The net effect of the reaction in Eq. (2.3.2) is to give chemically bonded silane
molecules on the surface of glass or alumina particles. The amine group now
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TABLE 2.1 Silane Coupling Agents

Name Formula
y-Aminopropyl triethoxy silane {CaHs0);— 81— (CHa):—NH>
y-Chloropropyl triethoxy silane {CaHs0):—5—{(CHq;—ClI
y-Cyanopropyl trimethoxy silane {CH30);— 51— {CHa);—CN
7-Glycidoxypropyl trimethoxy silane {CH30)3—Si—(CHz)3—CH»— CI‘iCl’lg
O
y-Mercaptopropyl trimethoxy silane {CH;—0);—8i—(CHs)3—S8H
y-Methacryloxypropyl trimethoxy silane (I?
(CH;—-013—Si—((_‘H3)3—()(3—(l_‘:(j]-lz
CH4

Some Silanization Procedures
Using y-aminopropyl triethoxy silane
Glass. One gram of glass beads is added to 5 mL of 10 solution of the coupling agent at
pH 5 (adjusted with acetic acid). The reaction is run for 2 h at 80°C. The silanized glass
beads are then washed and dried at 120°C in an oven for 2 h.

Alumina
One gram of alumina is added to 5 mL of the coupling agent in toluene. The reaction
mixture is refluxed for about 2h. Alumina is washed with toluene, then with acetone,
and finally dried in oven at 120°C for 2 h.

Using y-mercaptopropyl trimethoxy silane
Glass. One gram of porous glass is added to S mL of 10 solution of the coupling agent at
pH 5 (adjusted with 6 N HCIl). The mixture is heated to reflux for 2 h. The glass beads
are washed with pH 5 solutions, followed by water, and ultimately dried in an oven for
2h at 120°C.

bound to the surface is a reactive one and can easily react with an acid or an
aldehyde group situated on a polymer molecule.

Recently, Goddart et al. [6] reported a polyvinyl alcohol-copper(Il) initiat-
ing system, which can produce branched polymers on surfaces. The initiating
system is prepared by dissolving polyvinyl alcohol in water that already contains
copper nitrate (or copper chloride). The calcium carbonate filler is dipped into the
solution and dried. If this is used for polymerization of an olefin (say, styrene), it
would form a polymer that adheres to the particles, ultimately encapsulating
them. The mechanical properties of calcium-carbonate-filled polystyrene have
been found to depend strongly on filler—matrix compatibility, which is consider-
ably improved by this encapsulation.

Copyright © 2003 Marcel Dekker, Inc.



Chemical Structure on Polymer Properties 55

Polymers also require protection against the effect of light, heat, and
oxygen in the air. In view of this, polymers are mixed with antioxidants and
stabilizers in low concentrations (normally less than 1%). If the material does not
have these compounds, a polymer molecule M,, of chain length » interacts with
light (particularly the ultraviolet portion of the light) to produce polymer radicals
P,, as follows:

M, 2 P, (2.3.3)
The polymer radicals thus produced interact with oxygen to form alkyl peroxy
radicals (P,;—0O,) that can abstract hydrogen of the neighboring molecules in
various ways, as shown in the mechanism of the auto-oxidation process of Table
2.2. The formation of hydroperoxide in step C of the sequence of reactions is the
most important source of initiating radicals. In practice, the following three kinds
of antioxidant and stabilizer are used. Peroxide decomposers are materials that
form stable products with radicals formed in the auto-oxidation of Table 2.2;

TABLE 2.2 Mechanism of Auto-oxidation and Role of Antioxidants

o hy
Initiation M, — P,
P,+0, — P,—0,
P,+0,+M,H— M,0,H...M,

Propagation MO0t .. M, PO + Py—0y + Hy0
P—0 - Py - OI
\_’ Py—0s + Pp—0 = 100
Termination POy + Paly — imert
POy 1P, — My—0O1—M,,
Py~ P, — M, + M, ]
P, =a polymer radical  [CI IZ—CIT] Itﬁ(.‘l ]3—(|TI[
R [}

Peroxide decomposers ~ Mercaptans, sulfonic acids, zinc alkyl thiophosphate, zinc
dimethyldithiocarbamate, dilauryl thiodipropionate

Metal deactivators Various chelating agents that combine with ions of manganese,
copper, iron, cobalt, and nickel; e.g., N,N’,N,N-tetrasalicyli-
dene tetra (aminomethyl) methane, 1,8-bis(salicylidene
amino)-3,6-dithiaoctane

Ultraviolet light Phenyl salicylate, resorcinol monobenzoate, 2-hydroxyl-4-
adsorbers methoxybenzophenone, 2-(2-hydroxyphenyl)-benzotriazole,
etc.
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chemical names of some of this class are given therein. Practice has also shown
that the presence of manganese, copper, iron, cobalt, and nickel ions can also
initiate oxidation. As a result, polymers are sometimes provided with metal
deactivators. These compounds (sometimes called chelating agents) form a
complex with metal ions, thus suppressing auto-oxidation. When the polymer
is exposed to ultraviolet rays in an oxygen-containing atmosphere, it generates
radicals on the surface.

The ultraviolet absorbers are compounds that react with radicals produced
by light exposures. In the absence of these in the polymer, there is discoloration,
surface hardening, cracking, and changes in electrical properties.

Once the polymer is manufactured, it must be shaped into finished
products. The unit operations carried out in shaping include extruding, kneading,
mixing, and calendering, all involving exposure to high temperatures. Polymer
degradation may then occur through the following three ways: depolymerization,
elimination, and/or cyclization [7,8]. Depolymerization is a reaction in which a
chemically inert molecule, M,,, undergoes a random chain homolysis to form two
polymer radicals, P, and P,_,:

M, — P, +P, , (2.3.4)

A given polymer radical can then undergo intramolecular as well as intermole-
cular transfer reactions. In the case of intramolecular reactions, monomer, dimer,
trimer, and so forth are formed as follows:

P——— P, + M

P, 5 | M (2.3.5)

=P, + My ole

In the case of the latter, however, two macroradicals interact to destroy their
radical nature, thus giving polymers of lower molecular weight:

P,+P, — M, +M, (2.3.6)

This process is shown in Box 2.2 to occur predominantly for polyethylene.
Elimination in polymer degradation occurs whenever the chemical bonds on
substituents are weaker than the C—C backbone bonds. As shown in Box 2.2, for
PVC (or for polyvinyl acetate), the chloride bond (or acetate) breaks first and HCI
(or acetic acid) is liberated. Normally, the elimination of HCI (or acetic acid) does
not lead to a considerable decrease in molecular weight. However, because of the
formation of double bonds on the backbone, cross- linking occurs as shown.
Intramolecular cyclization in a polymer is known to occur at high temperatures
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Box 2.2
Thermal Degradation of Some Commercial Polymers

Polymethyl methacrylate (PMMA). The degradation occurs around 290—
300°C. After homolysis of polymer chains, the macroradicals depropagate,
giving a monomer with 100% yield.

Polystyrene. Between 200°C and 300°C, the molecular weight of the
polymer falls, with no evolution of volatile products. This suggests that
polymers first undergo homolysis, giving macroradicals, which later
undergo disproportionation.

wnCH,CHwe —=  wnCHyCH  +  CHy,—CHw»

of

w~CH,CHy 4+ CHy=Cr

O

Above 300°C, polystyrene gives a monomer (40—60%), toluene (2%), and
higher homologs. Polymer chains first undergo random homolytic decom-
position.

M,—P,+P,_,

The macroradicals then form monomers, dimers, and so forth, by intramo-
lecular transfer.

-.M.CHE(':HMW — ~(CH,CH- + CH.~—

G

w~CH,CH- + C¢H,—C—CH,CH>

O ©
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Polyethylene. Beyond 370°C, polyethylene degrades, forming low-
molecular-weight (through intermolecular transfer) and volatile (through
intramolecular transfer) products.

e CHyCHy v ——= CHyCHy + CHyCHam
e CH,CHy ——= «~CH,CH, + CH>,=CH,

= w~CH,CHCH> + CHy + CH,=CH—CH;

wnCH>CHj + CH,CHy v — ~CH,CHACH,CH; + ~CH,CH,CH=CH,

Hindered phenols such as 2,6-di-z-butyl-4- methylphenol (BHT) are effec-
tive melt stabilizers.

Polyacrylonitrile (PAN). On heating PAN at 180-190°C for a long time
(65h) in the absence of air, the color changes to tan. If it is heated under
controlled conditions at 1000°C, it forms carbon fibers. The special
properties of the latter are attributed to the formation of cyclic rings
through the combination of nitrile groups as follows:

o NN — -

= = = I ey T T
C=N C=N C=N N N N N
Polyvinyl chloride (PVC). At 150°C, the polymer discolors and liberates
chlorine. The reaction is autocatalytic and occurs as follows:
(ljl
waCHaCHw ——= v CH,CH + Cl
(lfl lel
Cl + w~CH,CH* —= HCl + “»CH—CHw~
(ljl
-~ Cl + CH=CHCH,CH
Ll‘.l
— HCl + ~~~CH=CHCHCH~
L Cl4 »~ CH=CH—CH=CH
Cl+Cl —= Cly

I coa
ror CH—CH~ + Cl —= ~~CH=CH~  etc.
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The polymer thus formed has several double bonds on the backbone during
HCI loss. It can undergo intermolecular cross-linking through a Diels—
Alder type reaction as follows:

CH—CH CH—CH_ CHw

RS

A CH CH—CH” CH—CH”

,CH=CH_
+ ~en CH=CH CH=CHy

C'v\.r\

o

LH-CH JCH=CH_
— ~CH CH—-CH_ JLCH—CH
JLCH—CH_
v CH=CH CH=CH~
Some of the melt stabilizers for PVC are lead carbonate and dialkyl
carboxylate.

whenever substituents on it can undergo further reactions. The most common
example in which cyclization occurs predominantly is found in nitrile polymers,
whose cyanide groups are shown in Box 2.2 to condense to form a cyclic
structure. The material thus formed is expected to be strong and brittle, a fact
which is utilized in manufacturing carbon fiber used in polymer composites.

Finally, there are several applications in packaging (e.g., where it is
desirable that a polymeric material easily burn in fire). On the other hand, several
other applications, such as building furniture and fitting applications, require that
the material have a sufficient degree of fire resistance. Fire retardants are
chemicals that are mixed with polymers to give this property; they produce the
desired effect by doing any combination of the following:

Chemically interfering with the propagation of flame

Producing a large volume of inert gases that dilute the air supply
Decomposing or reacting endothermally

Forming an impervious fire-resistant coating to prevent contact of
oxygen with the polymer

bl S

Some of the chemicals (such as ammonium polyphosphate, chlorinated
n-alkanes for polypropylene, and tritolyl phosphate) are used in PVC as fire
retardants.

Example 2.1: Describe a suitable oxidation (or etching) method of polyethylene

and polypropylene surfaces. Also, suggest the modification of terylene with
nucleophilic agents like bases.
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Solution: A solution of K,Cr,O5:H,0:H,SO, in the ratio of 4.4:7.1:88.5 by
weight at 80°C gave carboxylic groups on the surface which can be further
functionalized as follows:

0 0
oy coon =2 G SO AN & o
N COOH K ( <l T Coodl ()
RNIL | THE N0 I’_I\
(”) 4"’2“].4”‘{_ [\\/'_(N}”\H-;
l/P_\ CMNUIR

This surface treatment increases the wettability of polyethylene and can also be
done by a KMnO,, H,SO,4 mixture. The hydrazine modified polyethylene can
further be reacted with many reagents.

The polyester can be easily reacted on surfaces with 4% caustic soda
solution at 100°C:

0O Y

i I
M()(T@(f{}(f] Iy —=
W
i O @co + QN CHACHw

There is 30% loss in weight in 2h and excessive pitting and roughening of the
surface occurs.

Example 2.2: Fiberglass-reinforced composites (FRCOs) are materials having
an epoxy resin polymer matrix which embeds glass fabric within it. In order to
compatibilize glass fabric, a thin layer of polymer could be chemically bound to it
in order to improve fracture toughness. Suggest a suitable method of grafting
polymer on glass fabric.

Solution: All commercially available glass fabrics are already silanated
using aminopropyl triethoxysilate and can serve as points where initiators can
be chemically bound. For this purpose, we can prepare a dichlorosuccinyl
peroxide initiator starting from succinic anhydride. The latter is first reacted
with hydrogen peroxide at room temperature and then reacted with thionyl
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chloride as follows:

0

& 0

HAC7 0N _ Il
10+ 10y — COON=CILCIL—C=0
llzc'““ﬁ- COOH~CILCIL—C =0

Q) 0

SOC1,
0 0

Il Il
CI=C= G —C=0
Cl= (=TI, —C =0

0 0

{A})

This initiator can be immobilized on glass fabric and the MMA can be easily
polymerized using the modified fabric as follows:

@N”E rA 0 0 ) 0

Il Il Il Il
@NI [—C—CHyCHy—C—0—0C—CH,CHy—C—C1

ll\.{l\f{f\
@—_\u I—C= Il — C— ()
y) (l_l} PMRA

In grafting polymers, we need to covalently bind on suitable initiator on the
surface as it has been done in this example.

2.4 RUBBERS

Natural and synthetic rubbers are materials whose glass transition temperatures
T, are lower than the temperature of application. Rubber can be stretched up to
700% and exhibit an increase in modulus with increasing temperature.

2.4.1 Natural Rubber

On gouging the bark of Hevea brasiliensis, hevea latex is collected, which has
close to a 33% dry rubber content. Natural rubber, a long-chain polyisoprene,
given by

Clly

-+ 1;—('::(71 i—CHa -
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is produced by coagulating this latex (e.g., using acetic acid as the coagulating
agent) and is used in adhesives, gloves, contraceptives, latex foam, and medical
tubing. Ribbed smoked sheets (RSSs) are obtained by coagulating rubber from
the latex, passing it through mill rolls to get sheets and then drying it at 43°C to
60°C in a smokehouse. Crepes are obtained by washing the coagulum to remove
color impurity and fj-carotene, and then bleaching with xylyl mercaptan.
Comminuted rubbers are produced by drying the coagulum and then storing
them in bales.

Natural rubber displays the phenomenon of natural tack and therefore
serves as an excellent adhesive. Adhesion occurs because the ends of rubber
molecules penetrate the adherend surfaces and then crystallize. The polymer has
the following chemical structure, having a double bond at every alternate carbon

atom:
i
“+cp—c=cn—cin+
CHsIE Crls (2.4.1)
" C=C—C=C—C=Cw

I I
H CHslH

and it can react with sulfur (in the form of sulfur chloride) to form a polymer
network having sulfur bridges as follows:

S

¢ aamia (2.4.2)
C—8—C

: g

This process is known as vulcanization. The polymer thus formed is tough and is
used in tire manufacture.

In ordinary vulcanized rubber used in tire industries, the material contains
about 2—3% sulfur. If this sulfur content is increased to about 30%, the resultant
material is a very hard nonrubbery material known as ebonite or “hard rubber.”
The double bonds of natural rubber can easily undergo addition reaction with
hydrochloric acid, forming rubber hydrochloride:

| 3
P Cly = C=CHCH = 10—+ s CIHE = CHCl (2.4.3)
Cl

Rulber hydrachloride

clls Cll,
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If natural rubber is treated with a proton donor such as sulfuric acid or stannic
chloride, the product is cyclized rubber (empirical formula of —CsHg—), having
the following molecular structure:

Cl>—Clla
ﬁ =i
CtEl —{(li:
N\ 4 .

T

OHT G Oy

The polymer is inelastic, having high density, and dissolves in hydrocarbon
solvents only. Treatment of natural rubber with chlorine gives chlorinated rubber,
which has the following structure:

Ll'II Ll'?l
CH—CH
\
Cl—C—Clly ClL—CI
N s
g g
CH;  Cll; ¢l cl

Chlorinated rubber is extensively employed in industry for corrosion-resistant
coatings.

There are several other 1,4-polyisoprenes occurring in nature that differ
significantly in various properties from those of natural rubbers. One of these is
gutta percha, which is essentially a nonelastic, hard, and tough material (used for
making golf balls). The stereoisomerism in diene polymers has already been
discussed in Chapter 1; gutta percha has been shown to be mainly trans-1,4-
polyisoprene. Because of their regular structure, the chains can be packed closely,
and this is responsible for the special properties of the polymer.

2.4.2 Polyurethane Rubbers

The starting point in the manufacture of polyurethane rubbers is to prepare a
polyester of ethylene glycol with adipic acid. Usually, the former is kept in excess
to ensure that the polymer is terminated by hydroxyl groups:

OH—-CH>—ClH>—0N -~ COON— (I3 y—CO0H —
Bty lgne glveal Adipie avid
i i
Ol1— | Cl5ClH—~OC—[Clha ly—C—O—CHCHy | —O1L (2.4.4)

Falyval
”
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The polyol (denoted OH~P~~OH) is now reacted with a suitable diisocyanate.
Some of the commercially available isocyanates are tolylene diisocyanate (TDI),

Clly

CNO @ CNO

diphenylmethane diisocyanate (MDI),
(f()”n'
NCO— Llf—NC(J
Colls
and naphthylene diisocyanate,

NC(y

NCO

When polyol is mixed with a slight excess of a diisocyanate, a prepolymer is
formed that has isocyanate groups at the chain ends:

Cells
Ol~PwOl} + N(‘.()—(ll—N(‘.() —
(l‘(,ll5
(l‘t’vl I (l‘(‘[ I (2.4.5)
NCO»C=NHCOO™P~O0CNIHI—C~ NCO
Colls Colls

With the use of P to denote the polyester polymer segment, U to denote the
urethane —CONH linkage, and I to denote the isocyanate —NCO linkage, the
polymer formed in reaction (2.4.5) can be represented by [-PUPUPU—I. This is
sometimes called a prepolymer and can be chain-extended using water, glycol, or
amine, which react with it as

0

1l
e | 4 Ha0 ——— A UPUP—C—PUPUPU~ +CO, (2.4.60)
[+ QOH—R—OH —— ~UPUP—R—PUPU~~ (2.4.6b)
[ + NHy—R—NH, ——= ~» UPUP—R—PUPUw~ (2.4.6¢)
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Experiments have shown that the rubbery nature of the polymer can be attributed
to the polyol “soft” segments. It has also been found that increasing the “size” of
R contributed by the chain extenders tends to reduce the rubbery nature of the
polymer. The urethane rubber is found to have considerably higher tensile
strength and tear and abrasion resistance compared to natural rubber. It has
found extensive usage in oil seals, shoe soles and heels, forklift truck tires,
diaphragms, and a variety of mechanical applications.

2.4.3 Silicone Rubbers

Silicone polymers are prepared through chlorosilanes, and linear polymer is
formed when a dichlorosilane undergoes a hydrolysis reaction, as follows:

Ol Cli;
I 11-0) I

L?l—.lsucl — 0TSO (2.4,7)
Clis Clis

Silicone rubbers are obtained by first preparing a high-molecular-weight polymer
and then cross-linking it. For this, it is important that the monomer not have
trichlorosilanes and tetrachlorosilanes even in trace quantity. The polymer thus
formed is mixed with a filler (a common one for this class of polymer is fumed
silica), without which the resultant polymer has negligible strength. The final
curing is normally done by using a suitable peroxide (e.g., benzoyl peroxide, t-
butyl perbenzoate, dichlorobenzoyl peroxide), which, on heating, generates
radicals (around 70°C).

CollCOO— 00 —CClls —= 2C4l1s—CO0r (2.4.8)
Beneon | peroside
The radicals abstract hydrogen from the methyl groups of the polymer. The
polymer radical thus generated can react with the methyl group of another
molecule, thus generating a network polymer:

Cils Cily
PrSi— O = Gl 00— Cells—COOI + mnSi— O (2.4.92)
Clis Clls
i Cils CH
P O 5 i O e K (o
Cla “Clla ?“3 {2.4.9b)
CHly
oSO
Clly
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Silicone rubbers are unique because of their low- and high-temperature
stability (the temperature range for general applications is —55°C to 250°C),
retention of elasticity at low temperature, and excellent electrical properties. They
are extremely inert and have found several biomedical applications. Nontacky
self-adhesive rubbers are made as follows. One first obtains an OH group at chain
ends through hydrolysis, for which even the moisture in the atmosphere may be

sufficient:
Cl; €l
I 1.0 1
m_lg._()m — m?‘l—()ll {(2.4.10)
Cl, ClH;

On reacting this product with boric acid, there is an end-capping of the chain,
yielding the self-adhesive polymer. On the other hand, “bouncing putty” is
obtained when —Si—O—B— bonds are distributed on the backbone of the chain.

2.5 CELLULOSE PLASTICS

Cellulose is the most abundant polymer constituting the cell walls of all plants.
Oven-dried cotton consists of lignin and polysaccharides in addition to 90%
cellulose. On digesting it under pressure and a temperature of 130-180°C in 5—
10% NaOH solution, all impurities are removed. The residual a-cellulose has the
following structure:
OH CH-0H OH

() /] o— A A —o— / (e
Ol Ol
Ot

0 0
ClHL011 Oll CT,011

Every glucose ring of cellulose has three —OH functional groups that can further
react. For example, cellulose trinitrate, an explosive, is obtained by nitration
of all OH groups by nitric acid. Industrial cellulose nitrate is a mixture of
cellulose mononitrate and dinitrate and is sold as celluloid sheets after it is
plasticized with camphor. Although cellulose does not dissolve in common
solvents, celluloid dissolves in chloroform, acetone, amyl acetate, and so forth.
As a result, it is used in the lacquer industry. However, the polymer is
inflammable and its chemical resistance is poor, and its usage is therefore
restricted.

Among other cellulosic polymers, one of the more important ones is
cellulose acetate. The purified cellulose (sometimes called chemical cellulose)
is pretreated with glacial acetic acid, which gives a higher rate of acetate
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formation and more even substitution. The main acetylation reaction is carried
out by acetic anhydride, in which the hydroxyl groups of cellulose (denoted
X—OH) react as follows:

0
i [ i
X—OI + Cl;C—0—C—CHy; — X—0C—Cll3 + Cl5C001 (2.5.1)

If this reaction is carried out for long times (about 56 h), the product is cellulose
triacetate. Advantages of this polymer include its water absorptivity, which is
found to reduce with the degree of acetylation, the latter imparting higher strength
to the polymer. The main usage of the polymer is in the preparation of films and
sheets. Films are used for photographic purposes, and sheets are used for glasses
and high-quality display boxes.

Cellulose ethers (e.g., ethyl cellulose, hydroxyethyl cellulose, and sodium
carboxymethyl cellulose) are important modifications of cellulose. Ethyl cellulose
is prepared by reacting alkali cellulose with ethyl chloride under pressure. If the
etherification is small and the average number of ethoxy groups per glucose
molecule is about unity, the modified polymer is soluble in water. However, as the
degree of substitution increases, the polymer dissolves in nonpolar solvents only.
Ethyl cellulose is commonly used as a coating on metal parts to protect against
corrosion during shipment and storage.

Sodium carboxymethyl cellulose (CMC) is prepared through an intermedi-
ate alkali cellulose. The latter is obtained by reacting cellulose [X—(OH);] with
sodium hydroxide as follows:

X—(OH); + 3NaOH—> X—(ONa); + 3H,0 (2.5.2)

which is further reacted with sodium salt of chloroacetic acid (CI—CH,COONa),
as follows:

X—[ONa]; + 3CICH,COONa—>X—[OCH,COONa]; + NaCl ~ (2.5.3)

Commercial grades of CMC are physiologically inert and usually have a degree
of substitution between 0.5 and 0.85. CMC is mainly used in wallpaper
adhesives, pharmaceutical and cosmetic agents, viscosity modifiers in emulsions
and suspensions, thickener in ice cream industries, and soil- suspending agents in
synthetic detergents.

It has already been pointed out that naturally occurring cellulose does not
have a solvent and its modification is necessary for it to dissolve in one. In certain
applications, it is desired to prepare cellulose films or fibers. This process
involves first reacting it to render it soluble, then casting film or spinning
fibers, and, finally, regenerating the cellulose. Regenerated cellulose (or rayon)
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is manufactured by reacting alkali cellulose [or X—(ONa);] with carbon disulfide
to form sodium xanthate:

_ ﬁ (2.5.4
X—[ONal; + C8; —— R—[OC-—0ONa|
which is soluble in water at a high pH; the resultant solution is called viscose. The
viscose is pushed through a nozzle into a tank with water solution having 10—
15% H,SO,4 and 10-20% sodium sulfate. The cellulose is immediately regener-
ated as fiber of foil, which is suitably removed and stored.

2.6 COPOLYMERS AND BLENDS [9-11]

Until now, we have considered homopolymers and their additives. There are
several applications in which properties intermediate to two given polymers are
required, in which case copolymers and blends are used. Random copolymers are
formed when the required monomers are mixed and polymerization is carried out
in the usual fashion. The polymer chains thus formed have the monomer
molecules randomly distributed on them. Some of the common copolymers
and their important properties are given in Box 2.3.

Polymer blends are physical mixtures of two or more polymers and are
commercially prepared by mechanical mixing, which is achieved through screw
compounders and extruders. In these mixtures, different polymers tend to
separate (instead of mixing uniformly) into two or more distinct phases due to
incompatibility. One measure taken to improve miscibility is to introduce specific
interactive functionalities on polymer pairs. Hydrogen-bondings have been shown
to increase miscibility and, as a consequence, improve the strength of the blends.
Eisenberg and co-workers have also employed acid—base interaction (as in
sulfonated polystyrene with polyethylmethacrylate—Co—4-vinyl pyridine) and
ion—dipole interaction (as in polystyrene—Co—lithium methacrylate and polyethy-
lene oxide) to form improved blends.

Commonly, the functional groups introduced into the polymers are
carboxylic or sulfonate groups. The following are the two general routes of
their synthesis:

1. Copolymerization of a low level of functionalized monomers with the
comonomer
2. Direct functionalization of an already formed polymer

Because of the special properties imparted to this new material, called an
ionomer, it has been the subject of vigorous research in recent years. lonomers are
used as compatibilizing agents in blends and are also extensively employed in
permselective membranes, thermoplastic elastomers, packaging films, and visco-
sifiers. Carboxylic acid groups are introduced through the first synthetic route by
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Box 2.3
Some Commercial Copolymers

Ethylene—vinyl acetate copolymer (EVA). Vinyl acetate is about 10-15
surface gloss, and melt adhesive properties of EVA.

Ethylene—acrylic acid copolymer. Acrylic acid content varies between 1
and 10 polymer. When treated with sodium methoxide or magnesium
acetate, the acid groups form ionic cross-linking bonds at ambient condi-
tion, whereas at high temperature these break reversibly. As a result, they
behave as thermosetting resins at low temperatures and thermoplastics at
high temperatures.

Styrene—butadiene rubber (SBR). It has higher abrasion resistance and
better aging behaviour and is commonly reinforced with carbon black. It is
widely used as tire rubber.

Nitrile rubber (NBR). In butadiene acrylontrile rubber, the content of the
acrylonitrile lies in the 25-50 range for its resistance to hydrocarbon oil and
gasoline. It is commonly used as a blend with other polymers (e.g., PVC).
Low-molecular weight polymers are used as adhesives.
Styrene—acrylonitrile (SAN) copolymer. Acrylonitrile content is about 20—
30 grease, stress racking, and crazing. It has high impact strength and is
transparent.

Acrylonitrile-butadiene—styrene (ABS) terpolymer. Acrylonitrile and styr-
ene are grafted on polybutadiene. It is preferred over homopolymers
because of impact resistance, dimensional stability, and good heat-distortion
resistance. It is an extremely important commercial copolymer and, in
several applications, it is blended with other polymers (e.g., PVC or
polycarbonates) in order to increase their heat-distortion temperatures.
When methyl methacrylate and styrene are grafted on polybutadiene, a
methyl methacrylate—butadiene—styrene MBS copolymer is formed.
Vinylidene chloride—vinyl chloride copolymer. Because of its toughness,
flexibility, and durability, the copolymer is used for the manufacture of
filaments for deck chair fabrics, car upholstery, and doll’s hair. Biaxially
stretched copolymer films are used for packaging.

employing acrylic or methacrylic acids as the comonomer in small quantity.
Sulfonate groups are normally introduced by polymer modification; they will be
discussed in greater detail later in this chapter.

A special class of ionomers in which the functional groups are situated at
chain ends are telechelic ionomers. The technique used for their synthesis
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depends on the functional groups needed; the literature reports several synthesis
routes. The synthesis via radical polymerization can be carried out either by using
a large amount of initiator (sometimes called dead-end polymerization) or by
using a suitable transfer agent (sometimes called felomerization). If a carboxylic
acid group is needed, a special initiator—3,3-azobis (3-cyanovaleric acid) should
be used:

ey Cils
NC—€ N=N——C—NC
CHSCH—COOI CHLCH— COOTH

For a hydroxyl end group, 4,4-azobis 2(cyanopentanol) could be employed:

e e
OH=CHy—CO—C =N =N=C—CO—CIi0H
ClH; CH;

We will show in Chapter 5 that using a large amount of initiator gives polymer
chains of smaller length and is therefore undesirable. Instead, radical polymer-
ization in the presence of transfer agents can be performed. The best known
transfer agent is carbon tetrachloride, which can abstract an electron from
growing polymer radicals, P,, as follows:

P, + CCl, — M,—Cl + CL;—C’ (2.6.1)

The CCl; radical can add on the monomer exactly as P,, but the neutral molecule
M,,—Cl is seen to contain the chloride group at one of its ends. This chloride
functional group can subsequently be modified to hydroxy, epoxide, or sulfonate
groups, for example, as follows:

Clvnannann (] —1, M (2.6.2)

o1l o
Bl 110,

10500050 NINENER
WAL (2.6.3)
o o

11,50,
803 8O3

Synthesis of telechelics through anionic polymerization is equivalently conve-
nient; interested readers should consult more advanced texts [11].
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We have already indicated that incompatibility in polymer blends causes
distinct regions called microphases. The most important factor governing the
mechanical properties of blends is the interfacial adhesion between microphases.
One of the techniques to improve this adhesion is to bind the separate micro-
phases through chemical reaction of functional groups. Figure 2.3 shows a
styrene copolymer containing oxazoline groups and an ethylene copolymer
with acrylic acid as a comonomer. These polymers are represented as follows:

N
I? and  ParCOOLH
e Oj 2
The following reaction of functional groups occurs at the microphase boundaries:

N
P,mn<(_)j + ParnCOOI —= P CONH—CHACl3— 0 —COPs
(2.6.4)

The two polymers are blended in an extruder and, due to this reaction, there is
some sort of freezing of the microphases, thus giving higher strength. Another
interesting example that has been reported in the literature is the compatibiliza-
tion of polypropylene with nylon 6. The latter is a polyamide that has a carboxylic
acid and an amine group at chain ends; in another words, it is a telechelic. We
then prepare a copolymer of polypropylene with 3% maleic anhydride. The melt
extrusion of these polymers would lead to a blend with frozen matrices, as shown
in Figure 2.4.

Polyethylene with
acrylic acid

N Continuous
COOH [ N\ phase of
QO slyrene
copolymer
containing
oxazoline

N groups
COOH E N
o)

COOH

FIGURE 2.3 Polymer compatibilization through chemical reaction of functional groups.
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Nylon 6

Polypropylene

FIGURE 2.4 Use of maleic anhydride to compatibilize polypropylene and nylon 6.

2.7 CROSS-LINKING REACTIONS

We have already discussed the fact that a polymer generated from monomers
having a functionality greater than 2 is a network. This is called a cross-linking or
curing reaction. The cured polymer, being a giant molecule, will not dissolve in
any solvent. Some of the applications of the polymer that utilize curing are
adhesives, paints, fiber-reinforced composites, ion-exchange resins, and poly-
meric reagents. We will discuss these in the rest of the chapter.

Adhesives are polymers that are initially liquid but solidify with time to
give a joint between two surfaces [12,13]. The transformation of fluid to solid can
be obtained either by evaporation of solvent from the polymer solution (or
dispersion) or by curing a liquid polymer into a network. Table 2.3 lists some
common adhesives, which have been classified as nonreactive and reactive
systems. In the former, the usual composition is a suitable quick-drying solvent
consisting of a polymer, tackifiers, and an antioxidant. Tackifiers are generally
low-molecular-weight, nonvolatile materials that increase the tackiness of the
adhesive. Some tackifiers commonly used are unmodified pine oils, rosin and its
derivatives, and hydrocarbon derivatives of petroleum (petroleum resins). Several
polymers have their own natural tack (as in natural rubber), in which case
additional tackifiers are not needed.

Before adhesion occurs, wetting of the surface must occur, which implies
that the molecules of the adhesives must come close with those of the surface to
interact. After the solvent evaporates, a permanent bond sets between the surfaces
to be joined. Pressure-sensitive adhesives are special nonreacting ones that do not
lose their tackiness even when the solvent evaporates. This is because the
polymer used is initially in the liquid stage and it remains so even after drying.
The most common adhesive used industrially is polymer dispersion of a
copolymer of 2-ethyl hexyl acrylate, vinyl acetate, and acrylic acid in water

Copyright © 2003 Marcel Dekker, Inc.



73

Chemical Structure on Polymer Properties

(panunuod)

‘suope[nsul pue suonerodo

Sunerd ur pasn are swy 193s94j0d pjeOd

-IowAJod "uopel Surpnpour ‘@oejins Aue

s uorsaype sonpoid ues 3 “dnoid [Auoyd
Ay Aq paroxdwr A[qeIapIsuod sI 3de} Y],

"pasnyal aq ued an[3 siy}

yIm s[oqe] pue oe} juouewtdd oaey Aoy
"S[oqe[ 10} PIsn JAISAYPE JAIISUSS-AINSSAL]

009-00S = A
[Auayd 10 [Apowr Y
vr_ ~__
:|£C|_ﬂ|3|_ﬂv|:3
d d

(syped ) proe orjAioe
pue ‘(spred g) oeyooe [Auta ‘(sued zgeg) arel
-A19% 1A139-7 JO 10wA[0d0d JO SUOIS[ND JOJBA\

SIAISAYPY IADISUIS-IINSSAIJ

$19qQqNI QUOII[IS

sare[A10BA[0d

‘Ansnpur o[iqowone oy} ul sIsse[3 Ajojes

ul J9Ae[Io)UI o) S pasn ST (LHED—Y) [e1king

[AUIAK[Od “Ansnpul JeIdore oy} Ul JAISIUpe
JeImonys e se pasn st (H=7]) [ewio} [AuIAK[oq

‘siy) oaoxdwir 03 ouop st uonezuowAodo))
“I0jeM PUE JOUJBOM 0} doue)sisal Jood sey
{SJUIAJOS UOGIBIOIPAT] PUE ‘[10 ‘9SBAIS S)SISAI

11 “(san[3 9ym) onj3 p[oyasNOY UOUNIO))
"SO0BJINS UM UOISIYPE

poo3 sop1aoid uaajos rejoduou Aue yym pasn
‘(proe o1jA108 ‘Aes) proe o1jAx0qIed Juraey
Jowouow & yum JowAjodioy e s1 ygs Ju
pasoxdwr A[qeIopISuUOd SI 20BLINS B UO JONS
0} K1[1qe S “oAIsaype 1oded[[em pue Juawdd

9[13 S PIsn ST AUON[0) 10 AULBXAY Ul UONN[OS S

N N
a 0" o o o
U1

112 HO

_ _
TEE Hy  Ud—

(o1 I SN
“HLD “112
Ainquedwos pue joey “°7 saoxdur
0} Sojed[ew pue sAe[AI0e IM pazuewkjodo)

(%0t
—(07) 9[muoA1oe pue sualpeng jo JowAjodo)

IowAjodod Judrpeng—ouaIflg
SIAISIYPY JANIBAIUON

s[ejede [Autak[od

s1owA[odod sy pue 0je1ooe [AUIAK[O]

19qqnI JMHIN

d4ds 0H

SHIBWY

amyonng

adAL,

SOAISOUPY UoOWwWo) dwos ¢€°g I1dVL

Copyright © 2003 Marcel Dekker, Inc.



TABLE 2.3 (continued)

Type

Structure

Remarks

Polyvinyl ether

fW‘-((I".I Iy — CHpns
OR

R: methyl, ethyl, or isobutyl

These polymers are frequently used in

pressure-sensitive adhesive applications, as

in cellophane tapes and skin bandages.

Two-component polyurethane adhesives

Epoxy adhesives

Anaerobic acrylic

Cyanoacrylates

Reactive adhesives

Prepolymer NCO~NCO with polyol OH~OH

hardener

Diglycidyl ether of bisphenol-A,
Cll,— CH~CH—C1H5
w NN
0 0
with triamines R—{NI1.);

Polyethylene glycol

Bismethacrylates
with a hydroperoxide catalyst
i o0
CHy=C—C—(CHCH0),—CC=C1
Mo Ve

Methyl or ethyl cyanoacrylates
LCOOMe
Cl-=C
< CeN

Used as structural adhesive. Usually the curing

is slow and the joint has low modules.

Two parts epoxy resins are mixed before use. It

exhibits excellent adhesion to metals,
plastics, woods, glass, ceramics, etc. It is

unaffected by water, and its major use is in

aerospace, automotive, electrical, and
electronics industries.

It cures at room temperature through a free-
radical mechanism in contact with metal
without air. Originally used as sealant but

now also used as structural adhesive. Curing

is sensitive to substrate.

It polymerizes on a surface with a slight
amount of moisture. It joins any surface
except polyethylene, polypropylene, and
Teflon.
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prepared through the emulsion polymerization technique. The other polymeric
materials that give permanent tack are natural rubber, polyvinyl ethyl, isobutyl
ethers, and silicone rubbers, all of which are commercially available. The silicone
polymers, in addition, have considerable thermal stability and are known to be
used at low as well as high temperatures (—75°C to 250°C).

Reactive adhesives are those liquid materials that are cured (or cross-
linked) into a solid network in situ. For example, epoxy adhesives consist of two
components, one of which is a prepolymer formed by the reaction of an excess of
epichlorohydrin with bisphenol-A, as follows [14]:

CII«
Cllh— (11—(|13(|+()||—<: >— —< —Ol —
/
LII
2.7.1N
LII=
L[Iq—LI[(Ilat)—©7 @()—Lllqtll—tllq
Cli,

The diglycidyl ether of bisphenol-A is a liquid that is mixed with a polyether
triamine:
(l.‘llg—[(')(?llg(lll{(.‘l [334NII;
CHLCE lg—LIT—CH_-;-—I(}CI LCECH3) Nt
CH:—[OCTHCH{CH34=NI14
The curing reaction occurs at room temperature, and it normally takes around
4-5h to set into a network.

Anaerobic adhesives are single-component adhesives that are normally
multifunctional acrylates or methacrylates; for example, polyethylene glycol

bismethacrylate:
0 0 Clly
Cl=C ¢ —0oFCnac h()}-c e =Cll;
cu_,'

This adhesive has two double bonds and is therefore tetrafunctional. Its curing
reaction is known to be suppressed by oxygen of the air, but it can undergo redox
reaction with metals. This property leads to its polymerization through the radical
mechanism. As a result, it is used for locking threaded machine parts (e.g., lock-
nuts, lock-screws, pipe fittings, and gaskets). Cyanoacrylates (a variant of the
acrylates) are also room-temperature adhesives, but they polymerize through
anionic mechanism. The initiation of the polymerization occurs through the
surface, and the liquid material turns into a solid quite rapidly.
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TABLE 2.4 Common Terminology Used in Paints Industry

Common names

Description

Remarks

Lacquer

Oil paints

Varnish

Enamel

Latex paint

Consists of a polymer solution
with a suitable pigment. The
solvent used is organic in
nature, having a high vapor
pressure.

A suspension in drying oils (e.g.,
linseed oil). Cross-linking of
oil occurs by a reaction
involving oxygen.

A solution of polymer—either
natural or synthetic-in-drying
oil. When cured, it gives a
tough polymer film.

A pigmented oil varnish.

Obtained by emulsion
polymerizing. A suitable
monomer in water. The final
material is a stable emulsion of
polymer particles coalesce,
giving a strong film with a
gloss.

The chosen polymer should form
a tough film on drying and
should adhere to the surface.
Acrylic polymers are preferred
because of their chemical
stability.

Sometimes, a catalyst such as
cobalt naphthenate is used to
accelerate curing.

Ordinary spirit varnish is actually
a lacquer in which shellac is
dissolved in alcohol.

It is similar to nature to oil paint.
Sometimes, some soluble
polymer is added to give a
higher gloss to the dried film.

To give abrasion resistance to the
film, sometimes inorganic
fillers such as CaCOj5 are
added. Because of their
chemical stability, acrylic
emulsions are preferred.

Paints are utilized mainly for covering open surfaces to protect them from

corrosion and to impart good finish. They are further classified as lacquers, oil
paints, etc.; their differences are highlighted in Table 2.4. The main property
requirements for these are fast drying, adhesion to the surface, resistance to
corrosion, and mechanical abrasion. Various paints available in industry are based
mainly on (1) alkyd and polyester resins, (2) phenolic resins, (3) acrylic resins,
and (4) polyurethanes, which we now discuss in brief.

Alkyd resins are polyesters derived from a suitable dibasic acid and a
polyfunctional alcohol. Instead of using a dibasic acid, for which the polymer-
ization is limited by equilibrium conversion, anhydrides (e.g., phthalic and maleic
anhydrides) are preferred; among alcohols, glycerine and pentaerythritol are
employed. Drying oils (e.g., pine oil, linolenic oil, linseed oil, soybean oil, etc.)
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are esters of the respective acids with glycerine. For example, linolenic acid is
R;—COOH, where R, is
CH;CH,CH,=CHCH,CH=CHCH,CH=CH(CH,);—CHj,4
and the linolenic oil is
i

Cl—0—C—R,

L
CH—0—C—R,
g

I |:_()_C_R|
Evidently, the drying oil has several double bonds, which can give rise to cross-
linking. At times, a hydroperoxide catalyst is added to promote curing of the
drying oil.

Phenolic resins are obtained by polymerizing phenol with formaldehyde.
When polymerized at low pH (i.e., acidic reaction medium), the resultant material
is a straight-chain polymer, normally called novolac. However, under basic
conditions, a higher-branched polymer called resole is formed. To cure novolac,
a cross-linking agent, hexamethylenetetramine, is required, which has the
following chemical formula:

IS

Cliy Clh CH,

/-\J\
Clla Clia
- e
N /N
Clis

During curing, ammonia and water are released. Because low-molecular-weight
reaction products are formed, the film thickness must be small (<25 pum);
otherwise, the film would develop pinholes or blisters. The curing of resole, on
the other hand, does not require any additional curing agent. It is heat cured at
about 150°C to 200°C and its network polymer is called resite. Curing at ambient
conditions can be done in the presence of hydrochloric acid or phosphoric acid.
The film of the polymer is generally stable to mineral acid and most of the organic
solvents. It has good electrical insulation properties and is extremely useful for
corrosion-resistant coatings.

Acrylic paints are normally prepared through the emulsion polymerization
of a suitable acrylic monomer. In this process, the monomer (sparingly soluble in
water) is dispersed in water and polymerized through the free-radical mechanism
using a water-soluble initiator such as sodium persulfate. The main advantage of
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emulsion paint is its low viscosity, and after the water evaporates, the polymer
particles coalesce to give a tough film on the surface. In several applications, it is
desired to produce cross-linked film, for which the polymer must be a thermo-
setting acrylic resin. This can be done by introducing functional groups onto
polymer chains by copolymerizing them with monomers having reactive func-
tional groups. For example, acrylic acid and itaconic acids have carboxylic acid
groups, vinyl pyridine has amine groups, monoallyl ethers of polyols have
hydroxyl groups, and so forth.

Composites are materials that have two or more distinct constituent phases
in order to improve mechanical properties such as strength, stiffness, toughness,
and high-temperature performance [15]. Polymer composites are those materials
that have a continuous polymer matrix with a reinforcement of glass, carbon,
ceramic, hard polymeric polyaramid (commercially known as Kevlar) fibers, hard
but brittle materials such as tungsten, chromium, and molybdenum, and so forth.
These can be classified into particle-reinforced or fiber-reinforced composites,
depending on whether the reinforcing material is in the form of particles or long
woven fibers.

In polymer composites, the common reinforcing materials are glass
particles or fibers; we will restrict our discussion to glass reinforcements only
in this chapter. In our earlier discussion of fillers, we recognized that surface
treatment is required in order to improve their compatibility. During the forming
of glass, it is treated with y-amino propyl ethoxy silane, which forms an organic
coating to reduce the destructive effect of environmental forces, particularly
moisture. We have already discussed that the glass surfaces have several —OH
groups that form covalent bonds with the silane compound. The dangling amine
functional groups on the glass later react with the polymer matrix, giving greater
compatibility with the glass and, hence, higher strength.

The cheapest glass-reinforcement material is E-glass, often used as a
roving, or a collection of parallel continuous filaments. Among the polymer
matrices, polyester and epoxy resins, which we discuss shortly, are commonly
employed. An unsaturated polyester prepolymer is first prepared by reacting
maleic acid with diethylene glycol:

COOH=CH=CI—COOIl + OH—CH2CHy—OCHACHOH —=
Maleic acid Diethvlene alveal
(2.7.2)
O 0

Il Il
OH— |CHACHAO—CHACHAOC —CH=CH—C—0 P

The polyester prepolymer is a solid and, for forming the composite matrix, it is
dissolved in styrene, a small amount of multifunctional monomer divinyl
benzene, and a free-radical peroxide initiator, benzoyl peroxide. The resultant
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polymer is a network, and the curing reaction is exothermic in nature. The final
properties of the polyester matrix depend considerably on the starting acid
glycols, the solvent monomer, and the relative amount of the cross-linking
agent divinyl benzene. In this regard, it provides an unending opportunity to
the polymer scientists and engineers to be innovative in the selection of
composition and nature of reactants.

We have already discussed the chemistry of epoxide resins. The properties
of the cured epoxy resin depend on the epoxy prepolymer as well as the curing
agent used. Epoxy resin is definitely superior to polyester because it can adhere to
a wide variety of fibers and has a higher chemical resistance. Polyimides and
phenolic resins have also been used as matrix material. The former has higher
service temperature (250—300°C), but during curing, it releases water, which must
be removed to preserve its mechanical properties. Many thermoplastic polymers
have also been used as matrix material for composites. They are sometimes
preferred because they can be melted and shaped by the application of heat and
can be recycled; however, they give lower strength compared to thermosetting
resins.

Example 2.3: Fiberglass composites are prepared by coating unidirectional
fiberglass with epoxy prepolymer and then heating until it forms a hard matrix.
Present a simple stress analysis of this under loading in the direction of fibers.

Solution: Let us assume that there is perfect bonding between fiber and matrix
with no slippage at the interface:

o0
/ Q0O
I d
’ Pm P
»

£ lForce on liber. cross-sectional area Ay
17 1 Foree on matrix. cross-sectional area A,
£y 1 Foree on composite. cross-seetional area A,

Due to continuity, strains in the matrix (¢,) and fibers (¢) must be equal.
Therefore, forces shared by the matrix (P,,) and the fiber (P;) are related to the
stresses o, (in fibers) and ¢, (in the matrix) through the following relations:

P, =0,4, = Eue,4,
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where 4, (of fibers) and 4,, (of the matrix) are cross-sectional areas. It has been
assumed that both fibers (of modules ;) and the matrix (of modulus £,,) behave
elastically. if the composite as a whole has a cross-sectional area of 4, and a stress
o, in it, then

P.=0d.=0;4r+ 0,4

mTm

2.8 ION-EXCHANGE RESINS

Ion-exchange materials are insoluble solid materials that carry exchangeable
cations or anions or both [16—18]. Materials having exchangeable cations are
cation exchangers, those having exchangeable anions are anion exchangers, and
those having both are called amphoteric exchangers. These materials have a
porous framework held together by lattice energy, with labile functional groups
that can be exchanged. There are naturally available aluminosilicates with ion-
exchange properties. Commonly called zeolites, these are relatively soft materi-
als. In recent years, several synthetic zeolites (sometimes called molecular sieves)
have been developed that are now available commercially.

Among all exchangers, the most important are organic ion exchangers,
which are cross-linked polymeric gels. When the polymer matrix carries ions
such as —S0O}~, —COO0'~, PO}~, AsO}~, and so forth, it is called a cation
exchanger; when it has —NH}", —NH3", —N*—, —S*, and so forth, it is called
an anion exchanger. The organic material most commonly in use is a copolymer
gel of styrene and divinyl benzene (DVB), and the general-purpose resin contains
about 8-12% of the latter. As the DVB content is reduced, the degree of cross-
linking reduces, and at around 0.25% DVB, the polymeric gel swells strongly to
give a soft, gelatinous material. As DVB is increased (at about 25%), the polymer
swells negligibly and is a mechanically tough material.

The copolymer beads of ion-exchange resins are prepared by the suspen-
sion polymerization scheme [16,19]. In this technique, monomers styrene and
divinyl benzene are mixed with a suitable initiator such as benzoyl peroxide and
suspended in water under constant stirring. This produces small droplets that are
prevented from coagulation by dissolving a suspension stabilizer (e.g., gelatin,
polyvinyl alcohol, sodium oleate, magnesium silicate) in water. The particle size
of the resin depends on several factors—in particular, the choice of the suspen-
sion stabilizer. Normally, a bead size of 0.1-0.5 mm is preferred. After the beads
are formed, the polymer can be conveniently sulfonated by concentrated sulfuric
acid or chlorosulfonic acid. The sulfonation starts from the resin surface, and the
reaction front marches inward. It has been shown that this reaction introduces one
group per benzene ring, and more than one group per ring only under extreme
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conditions. Sulfonation is an exothermic process—which means that if the resin
particles are not swollen beforehand, they can crack under the stress generated by
local heating and swelling caused by the substitution of the groups.

Let us now examine the physical nature of the resin beads formed during
suspension copolymerization. Because of stirring and the suspension stabilizer,
the organic phase consisting of monomers and initiator breaks into small droplets.
Under heat, the initiator decomposes into radicals, which gives rise to polymer-
ization as well as cross-linking in the medium of the monomer. As higher
conversion is approached, monomers begin to diminish and the solvation reduces,
ultimately vanishing with the monomers. With the reduction of solvation,
polymer chains start collapsing, eventually forming a dense glasslike resin.
When the cross-link density is small, these glasslike resins can once again
swell with the addition of a good solvent. Such materials are called xerogels. For
styrene—divinyl benzene, the xerogel beads are formed for DVB content less than
0.2%. As the DVB content is increased, the polymer chains, in addition to cross-
linking, start getting entangled; if the gel collapses once, it does not swell again to
the same level. Good solvents for the styrene—-DVB system are toluene and
diethyl benzene. If the suspension polymerization is carried out in their presence,
the chains do not collapse. This gives high porosity to the beads, and the resultant
product is called macroporous resin.

Solvents such as dodecane and amyl alcohol are known to mix with styrene
and divinyl benzene in all proportions. However, if polymerization is carried out
in the presence of these solvents, the polymer chains precipitate because of their
limited solubility. Such a system is now subjected to suspension polymerization.
The process of bead formation is complicated due to precipitation, and the
polymer chains are highly entangled. Each resin particle has large pores filled
with the solvent. Unlike macroporous particles, these are opaque and retain their
size and shape even when the diluent is removed. These are called macroreticular
resins and will absorb any solvent filling their voids.

From this discussion, it might appear as if styrene—divinyl benzene
copolymer is the only accepted resin material. In fact, a wide range of materials
have been used in the literature, among which are the networks formed by phenol
and formaldehyde, acrylic or methacrylic acids with divinyl benzene, and
cellulose. Ion-exchange cellulose is prepared by reacting chemical cellulose
with glycidyl methacrylate using hydrogen peroxide, ferrous sulfate, and a
thiourea dioxide system [20]. The grafted cellulose,

O
Cell—CH——CHls

is reacted with aqueous ammonia, with which amination, cross-linking, and a
hydrolysis reaction occur, as follows:
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Amination

Cell—CH—CHz + NIy —= Cell—CH—Cll,—NIIa (2.8.1a)
R ) |

0 on

Cross-linking

Cell— CH—Cla + Cell—CH—ClH—NEH, —=
N |
O Oll (2.8.1h)
L.‘cll—(ltll—cl|3—_\J|1—C|13(|‘|1—(‘u|1
Ol on
Hydrolysis
Cell—=CI—Cla + Ha —= Cell—CH—Cla—OF (2.8.1¢)
N ]
0 Ol

In several applications, it is desired to introduce some known functional groups
into the ion-exchange resins. Introduction of a halogen group through chloro-
methyl styrene or acenaphthene, carboxylic acid through acrylic or methacrylic
acid, and so forth have been reported in literature [19]. It can be seen that these
functional groups could serve as convenient points either for polymer modifica-
tion or for adding suitable polymer chains.

The classical application of ion-exchange resin has been in the treatment of
water for boilers, for which the analysis of the column has now been standardized
[18]. It is suggested that a packed bed of these resins first be prepared and the
water to be processed pumped through it. Because ion resin particles are small,
the resistance to the flow of water through the colunm is high. It would be
desirable to add these particles into a vessel containing impure water, whereupon
the former would absorb the impurities [21,22]. Because these particles are small,
their final separation from water is difficult; to overcome this handling difficulty,
the exchangeable groups are sometimes attached to magnetic particles such as
iron oxide. These particles are trapped in polyvinyl alcohol cross-linked by
dialdehyde (say, gluteraldehyde). These resin beads are mixed with the water to
be purified and, after the exchange of ions has occurred, are collected by bringing
an external magnet. The bead material is highly porous but has the disadvantage
of its exchanged salt clogging the holes, thus giving reduced capacity to
exchange. An alternative approach that has been taken is to first prepare a
nonporous resin of polyvinyl alcohol cross-linked with a dialdehyde. A redox
initiating system is subsequently used to prepare grafts of copolymer of acrylic
acid and acrylamide. The resultant material, sometimes known as whisker resin
(Fig. 2.5), is known to give excellent results.
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Grafted polymer with ion
exchange groups

Pores with matrix
of cross-linked
PVA

Magnetic
Fe, 0, particles Cross-linked
PVA

(@) Matrix resin bead (b) Whisker

FIGURE 2.5 Two possible forms of ion-exchange resins used for water treatment.

We have already observed that cation exchange resins have bound ions like
®-S03, —-CO0~, ®—-S05, B—CO0~, (H—PO3~, and (F)—AsO; . These
are present as salts with sodium counterion. If water has calcium chloride (hard
water) as the impurity to be removed, then calcium ion is exchanged as follows:

@S(); Na' + CaClafaq) =—= (@S(); )gCu + 2NaCl (2.8.2)

It is thus seen that calcium is retained by exchanger resin. The separation, as
shown, can be done for any other salt, as long as it reacts with an SO5 group and
displaces sodium. The specificity of a resin toward a specific metal ion can be
improved by altering the exchanging ions.

For the separation of metals, organic reagents that form a complex with
them are used, ultimately precipitating from the solution [23-28]. These are
called chelating agents. It is well known that the functional groups are responsible
for their properties. Some of the chelating functional groups are given in Table
2.5. There are several techniques by which these could be affixed on polymer gel:

1. Polymerization of functional monomers

Grafting of second functional monomers on already prepared polymer,
followed by second-stage polymerization

Immobilization of chelating organic reagents onto polymer

4. Polymerization of a nonfunctional monomer followed by modification

et
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The preparation of chelating resins is still an area of active research, so it
cannot be discussed in detail in the limited scope of this chapter. However, let us
consider one example to illustrate the technique in which a hydroxamic acid
group has been introduced into the polymer matrix. In terpolymerization of
styrene, divinyl benzene, and acrylic acid, the final polymer is a network resin
with carboxylic acid groups on the chain (represented by [P]—COOH) [16]. This
polymer is subjected to the following modifications:

_soa, _NEROI
cooly —— cocl @(()—MI()H

(2.8.3)
CHN, NI -0
@—L‘(JCI [, —— @C‘()—NI]()[]

This resin has been shown to be specific to Fe’* ions. In an alternative technique
[29], cross-linked polyacrylamide is prepared by maintaining a solution of
acrylamide, N,N’-methylenebisacrylamide with ammonium persulfate at 25°C.
A solution of hydroxylamine hydrochloride is added to the gel, and the pH of the
reaction mass is raised to 12 by adding sodium hydroxide. The reaction is carried
out for 24 h, and ammonia is released as the hydroxamic acid groups are formed
on the matrix of the gel. The polyacrylamide gel P—CO—NH, is modified
through the following mechanism:

i
C—NIls + NH2OH 57— @( —NIl;, =—
N]Ig()l[
0
@L‘—NII(_)I{ + NH;  (2.8.4a)
1| NaC 11,0
@c—won + — c —NH—{ Na’ (2.8.4b)

In another interesting application of chelating ion-exchange resin, uranium
from seawater can be recovered [30]. Uranium in seawater is present in a trace
concentration of 2.8-3.3 mg/cm®. A macroreticular acrylonitrile—divinyl benzene
resin is prepared by suspension polymerization with toluene as a diluent and
benzoyl peroxide as initiator. Within 4h at 60°C, fine macroreticular beads are
produced. A solution of sodium hydroxide in methanol is added to the solution of
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TABLE 2.5 Some Chelating Functional Groups

Name Formula
p-Diketones —C=l l—ﬂ— —ﬁ.‘—C‘I Iq—(H—
{OH O O O
unol ket
Dithiozone /NZN— /N:N—
—H=S—C_ §=C_
N—NI— NI—=NIl—
el kew
Monoximes —Cl.‘ I [—l(I‘—
O N—OII
Dioximes — ﬁ“. — ﬁ,‘ —
Oll—N N—-O0I
Nitrosophenol —Cl.‘ —ﬁ —
Ol N—OH
Nitrosoaryl hydroxylamine _II\I_]I\IT
ol a
Hydroxamic acid - ﬁ —?I—
O Of
Dithiocarbamates N oS
7 sh
Amidoxime —(l] —Nila
NOI

hydroxyl amine hydrochloride in methanol. This is reacted with the gel and the
resin, forming well-defined pores as follows:

CH=C11;

— (»)oN (2.8.52)

N
ClHs=CIH

Cllh=Cl1>

Pulviner resin

NHA
@(‘.N — L|3:N—()Il {2.8.5b)
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The easily recognized oxime group shown forms a complex with the uranium salt
present in seawater.

Most polymeric surfaces are hydrophobic in nature. In order to improve
adhesion (adhesion with other surfaces, adhesion with paints or heparin for
biomedical applications), this trait must be modified [31]. The most common
method of doing this is by oxidation of the surface, which can be carried out by
either corona discharge, flame treatment, plasma polymerization at the surface,
grafting reactions, or blending the polymer with reactive surfactants that enrich at
polymer interfaces. It has been shown that benzophenone under ultraviolet
irradiation can abstract hydrogen from a polymer surface:

Q) o
Il UV light |
OH+O == O+-0O e

Activaled species
(l)l |

OO - OO

(2.8.6b)

@. LM - @Mn (2.8.6¢)

The polymer radical generated at the surface can add on any monomer near the
surface through the radical mechanism, as shown. Figure 2.6 presents the
schematic diagram showing the setup needed for grafting. The chamber is
maintained at around 60°C, at which benzophenone gels into the vapor phase

Ol

300 want
UV light

ZALRARE

Glass 60°C

Monomer + solvent
+ benzophenone

————————
Polymer film for

grafting
\

FIGURE 2.6 Grafting of benzophenone on the surface of polyethylene.
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and interacts with the polymer surface. By this method, it is possible to obtain a
thin layer of the grafted polymer on polyethylene.

Ton-exchange resins have also served as catalysts [32—35]. However, the
resin gets completely deactivated at around 200°C, and the safe working
temperature is around 125°C. Strongly acidic resins are prepared by sulfonation
of polystyrene gels. Strongly basic resins are obtained by the amination of
chloromethylated resins by tertiary amines such as trimethyl amine:

Cli

|
CH:—N—CH; .
o — Clla—N (1 287
O OAO-wye s

(CHz)

The literature is full of reactions carried out in the presence of polymer
catalysts. A full discussion on this matter is beyond the scope of the present
discussion. It might suffice here to state that virtually all of those organic
reactions that have been carried out in the presence of homogeneous acids or
bases are also catalyzed by polymer catalysts.

Example 2.4: Give the mechanism of esterification reaction with certain
exchanger catalyst and mathematically model the overall heterogeneous reaction.

Solution: The mechanism of esterification of stearic acid with butanol can be

written as
so;n S()3 H
1511330001,

Cy7133CO0H + |
C7l153C000L 7+ CylTy0r gl 153000000 + 13 0
[0 + B

11370

H

an

Different intermediate steps involved in the resin catalyzed reaction are as

follows:
1. Diffusion of reactants across the liquid film adhering to the surface
2. Diffusion of reactants to the active sites of the resin
3. Adsorption of reactants to the active sites of the resin
4. Chemical reaction at the active sites of the resin
5. Desorption of the products
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Let us say that the chemical reaction at the active sites is the rate-
determining step, in which case the rate of reaction can be written as

CysC
koo — EWSTES
Xy s( ostBs —KS

where Cpg, Cgg, Cyws, and Cgg are concentrations of stearic acid, butanol, water,
and the ester at the active sites, respectively. The rest of the above intermediate
steps must be at equilibrium and these can be related to bulk concentration Cgy,,
Cgp> Cwp, and Cpy, as follows. Let C; be the total molar concentration and the C,
of adsorption r, can he written as

va.0 = kyCo,C, — k;Cpg = 0
where C, is yet to be determined. Similarly for other components,
Cos = KoCobC,
Cps = KpCpyC,
Cwy = K,,Cip G,
Crp = KpCrp G,
C, = Cp = C(KoCop + KpChp, + Ky Cyyry + K Cry)
From these equations, one can solve for Chg in terms of bulk concentrations:
_ C1KoCop
1+ KpCop + KpCpy + Ky Cyyp, + K Cyyy

COS

Example 2.5: A commercial styrene—divinyl benzene (SFDVB) anion exchanger
has an exchange capacity of 1.69 mEq/wet gram having 42% moisture content.
Relate this exchange capacity information to average member exchanging groups
per repeat unit of the resin.

Solution: Anion-exchange resin is prepared by chloromethylating SFDVB resin

using chloromethyl methyl ether (CMME) and then quarternizing it with
trimethyl amine (TMA) as follows:

CMMLE
MM, .—.—CI 5l
TaMA .
ClCl c1 LN (ClH3)5C)

Here, the exchanging group is C1™. Let us say that on a given chain there are N,
(this being a very large value for network) repeat units and all repeat units have

56
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one exchanging group. The molecular weight of the repeat unit is 184.5 and the
molecular weight of the polymer is 184.5N,. If it is assumed that all repeat
units have one exchanging group, its exchange capacity in milliequivalents
per dry gram of the resin would be N,/184.5N, or 5.42mEq/dryg.
The exchange capacity of commercial resin is 1.69mEq/wetg or 2.91
(= 1.69/0.58) mEq/dry g, which suggests that about every second repeat unit
should be having one exchanging group.

Example 2.6: Polymer membranes are commonly used in barrier separation.
Reverse osmosis (RO) and ultrafiltration (OF) both utilize the pressure gradient,
causing separation of solutions (usually water as the solvent). Give a simple
analysis of transport salt (species 1) and solvent (species 2) through membrane
for both these cases.

Solution: In reverse osmosis, the membrane is nonporous in nature. A molecule
is transported across it because a driving force () acts on it and the flux is
proportional to it:

Flux (J) = [ proportionality (4)][driving force (X)]

If ¢ is the thickness of the membrane, then across it, there may exist a
concentration (say AC), pressure (say AP), and electrical potential (say AE)
difference. The average driving force (F,,), therefore, would be

_RT AC; | Z<

ZEAE 4+ Ap
av 1C,+z +1

where v; is the specific volume of the solute. The first term arises because
chemically potential y; = u? + RTInC, and AInC, = 1/C,.

As opposed to this, in ultrafiltration, membranes are porous in nature and
the pore diameter varies between 2 nm and 10 pm. The simplest representation of
the membrane would be a set of parallel cylindrical pores, and based on Kozeny—
Carman relationship, the flux could be written as

_ & Ap

KuS?(1 — 2)* Ax
where ¢ is the volume fraction of pores, K is a constant, and S is the internal
surface area.

2.9 CONCLUSION

In this chapter, we have examined polymers as useful materials, specifically
focusing on the effect of the chemical structure on properties. Because of their
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high mechanical strength and easy moldability, polymers are used as structural
materials, replacing metals in several applications. Because a polymer can be
dissolved in a suitable solvent, it can be used as a paint. It also forms a network,
for which it conveniently serves the purpose of polymer- supported reagents and a
catalyst.
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PROBLEMS

2.1. In Example 2.4, we have evaluated C, and Cg analytically. In the dual-site

mechanism, the surface reaction between adsorbed A and adsorbed B is the
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rate-determining step. The expression for the rate has been derived to be

o KKKp(CiiChi — CriCa/K)
(14 CpKp + CyKy + CriKg + CyKs)’

In a study, oleic acid (109 g) was esterified at 100°C using butanol at three
different concentrations (166 g for Expt. 1, 87 g for Expt. 2, and 31 g for
Expt. 3). The X-8 cation-exchange resin (4 g) has the exchange capacity
of 4.3mEq/g and an average particle diameter of 0.48 mm. The dynamic
analysis has yielded some of these constants as follows:

Fractional conversion of oleic acid

Time, min Expt. 1 Expt. 2 Expt. 3

0.00 0.00 0.00 0.00
60.0 0.1419 0.1254 0.1063
120 0.2517 0.2396 0.2068
180 0.3541 0.3411 0.2989
240 0.4410 0.4108 0.3576
300 0.5149 0.4806 0.4081
360 0.5712 0.5399 0.4590
420 0.6271 0.5863 0.5392
480 0.6901 0.6202 0.5783
600 0.7406 0.6907 0.5787
00 0.9129 0.8369 0.7212
K, 8.08 13.76 21.91
Ky 22.58 14.78 0.46
Ky 12.39 12.03 11.49
K, 12.39 12.03 11.49
k ? ? ?

Plot the kinetic data and determine the initial slope. From these, evaluate
the initial rate 7, and determine the missing constants of the above model.
Show that the model is not consistent and should be rejected.

2.2. The kinetic data of oleic acid esterification in Problem 2.1 is next evaluated
against the single-site model in which the adsorption of B is controlling.
The rate expression can be easily determined to be

. kpCp(Cp; — CpiCg;/C 1K)
1 + (CgiCsiKp/C4K) + CpiKg + C5iK
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The fitting of the conversing versus time data has yielded the following:

Expt. 1 Expt. 2 Expt. 3

K, 24.1 2016 21.62
Kz 0.2 0.1 0.3
K ? ? ?
kyC, 0.081 0.52 0.046

Find the missing constants using the initial rate information of Problem 2.1.
Show whether the model is consistent or not consistent.

2.3. For a surface-reaction-controlling, single-site model, the rate of reaction
can be derived as

o KA(CpCi = CriCi/K)

The fitting of time-conversion data yield the following constants:

Expt. 1 Expt. 2 Expt. 3

K, 21.56 21.06 21.73

Kp 9.63 8.74 8.17
K 9.63 8.74 8.17
k ? ? ?

Determine the missing rate constant and show that it could serve as a
plausible model for the esterification of oleic acid.
2.4. The oxidative coupling of 2,6-dimethyl phenol (DMP) has been studied by

Challa:
CH; Cll;
O+ Lo, SHbH @—()}» PP
Ci; an
Cl; Cll;
0() DPQ
Cll; Clly
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The catalyst was prepared by first synthesizing a copolymer of styrene and
N-vinyl imidazole. The polymeric catalyst was prepared in situ by dissol-
ving copolymer in toluene and adding CuCl,—isopropanol solution. The
catalyst activity is attributed to the following complex:

(1S —Im) a1l PS—Ilm)| ~
NP2 ( ]
Cu Cu
RN
(PS—Im) Ol {1*S—Ilm}

The above oxidative coupling reaction has been explained by the following
Michaelis—Menten-type mechanism.
ky

k.
E+DMP — E-DMP —> E* + PPO + DPQ
k)

kreox
E*+0, =3 E+H,0
Derive an expression for the rate of consumption of DMP.
2.5. The cellulose—polyglycidyl methacrylate (Cell—CE—CH2) copolymer
/

was prepared by grafting glycidyl methacrylate on cellulose using the
hydrogen peroxide—ferrous sulfate thiourea dioxide system as the initiator.
The resultant copolymer is reacted with a mixture of ammonia and ethyl
amine. Write down all possible reactions, including the one leading to
cross-linking. Notice that the reactions are similar to curing of epoxy resin
consisting of amination and hydrolysis reaction with water.

2.6. Polymer surface properties control wettability, adhesion, and friction, and,
in some cases, electronic properties. Gas-phase chlorination of polyethyl-
ene surfaces is done just for this purpose, and the reaction can be followed
using x-ray photoelectron spectroscopy (XPS). The XPS technique can
identify various chemical species within 10-70 um of the surface. In the
chlorination of polyethylene, the species are —CH,_, —CHC—, —CCl,—,
—CH—-CH—, and —CH—CX—. Observe that the chlorination proceeds
through a radical mechanism. The mechanism of polymerization, assuming
that all reaction steps are reversible, can be represented by

Initiation

Cl, i___. 2ct 1
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Propagation

ymer Properties

. A .
—CH,;— + €l =— HCl+ —CH—

b

—CH— +Cl, == —CHCl— +CI'
—CHCl— + CI" == —{Cl — + HCl
N b
—C€C— +Cl, == —CCl— +CI’
Termination
.ok N s
2—CH'—== CH—CH
ki / N
—CH— + —CCl— —= \CH—C‘/
T AR

—CH— + O === —CHCI—

—CCl— +Cl == —ca,—

95

{2
(3
4

(3]

(6)

{7

(8)

(9

Assuming a thin surface layer as a batch reactor, write mole balance for

each species.

2.7. Let us make the following simplifying assumptions regarding Problem 2.6.

1. All intermediate radical species have small but time-invariant
concentrations.
2. Reactions involving (—"CH— and "Cl) and (—CHCI— and CI’)
are irreversible.

3. Neglect termination reaction [reactions (8) and (9)] between

(—CH- and CI') and (—CCI— and CI’).

4. Reaction (CH and Cl,) is essentially irreversible (k, > k,

ky > ky).

5. The rate of formation of —CCl— controls the —CCl,— formation.

Assuming that the thin layer of the polythene surface could be described by
a batch reactor, find the concentration of [-CH,—], [-CHCI—], and
[—CCl,—] analytically as a function of time.
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2.8. Oxazoline—polystyrene (commercially called OPS) is a copolymer of
styrene and vinyl oxazoline:

CH>=CH

A

O N

J

Solid polyethylene pieces are mixed with lupersol 130 (LPO) and maleic
anhydride and reacted at 120°C in 1,2- dichlorobenzene (DCB) solvent.
The resultant polymer is then mixed and extruded with OPS. Elaborate
what precisely would happen in the extruder. Write down the mechanism of
the reaction occurring in DCB. The initiator LPO is a solution of 2,5-di(z-
butylperoxy)-2,5-dimethyl-3-hexyne with a half-life of about 12min at
165°C.

2.9. Melt-mixed blends of polyvinyl chloride and carboxylated nitrile rubber
cross-link by themselves. Such blends are found to have good oil
resistance, high abrasion resistance, and high modulus with moderate
tensile and tear strength. Write down all reactions occurring therein.

2.10. A mixture of methyl methacrylate, N-vinyl pyrrolidone [CH,=CH-—
N—(CH,);C(0)] divinyl benzene, ethyl acrylate and benzoyl peroxide
has been polymerized between two glass plates. The resultant polymer
can incorporate water within its matrix, and because of this property, it is
sometimes called a hydrogel. In order to incorporate a drug into the
hydrogel, the polymer was dipped in a solution of erythromycin estolate.
The hydrogel is transparent initially but becomes opaque on incorporation
of the drug. If this is now kept in physiological saline water (containing
0.9% NaCl and 0.08% NaHCO3), the drug is leached out and the hydrogel
begins to regain its transparency. The release of drug depends on the
diffusion of erythromycin through the matrix. Because the diffusion
coefficient of the drug depends on the matrix property, we can manipulate
the rate of release of drug. Assuming that the entire polymer has uniform
drug concentration, determine the rate of release of the drug. Then, solve
this problem analytically.

2.11. Assume in Problem 2.10 that a quasi-steady-state exists and the concentra-
tion (C,) profile is time invariant, given by the following diagram where x
is the distance measured from the surface of rectangular hydrogel sheet and
L is the value of x at the center. Find x as a function of time.
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Can frmmmmm—=——

('\H _________

Fhe—————————

X

2.12. Polysulfone membranes are commonly used in ultrafiltration and are a
copolymer of bisphenol-A and dichlorophenyl sulfone, having the mole-
cular structure [—OC6H4—SOZ—C6H4—OO—C6H4—C(CH3)2—C6H4—
O—],. In an experiment, five of these membranes having each a dry
mass of 0.763 g were nitrated for different times. These were then aminated
using hydrazine hydrate and the resultant material had —NH; C1~ exchan-
ging groups. The following results were reported:

Duration of 0.5 1.0 2 3 4
modification (h)

Accurate exchange 0.810 1.420 1.723 1.741 1.681
capacity (mEq/dry g)

Determine the average number of NH, groups per repeat unit (in fractions)
as a function of time of nitration and plot your results.

2.13. Polystyrene pellets have been nitrated using similar procedure and then
aminated:

C{-‘,l |4_N()2 —_— C(,] 14—N[ |2

R, R

However, R, and R; resins were found to exchange only once and the one-
time capacity of these were 1.63 mEq/wet g and moisture content of 40%.
Explain why this is so and find the number of NH, in the R, resin per
repeat unit.

In an alternate experiment, the R, resin is reacted with epichlorohydrin and
the oxirane ring hydrolyzed using NH;3. Write down the chemical reactions
and predict their capacity. The resultant resin could be regenerated
repeatedly.
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2.14. The R, resin of Problem 2.13 is reacted with dichloroethane and then
quarternized using triethyl amine giving Rs resin. The resultant resin (Rs)
has an exchange capacity of 5 mEq/wetg with 69% moisture. Write down
chemical reactions forming the Rs resin and explain the reason for this
sudden jump in exchange property.

2.15. The cross-linked polymethyl methacrylate—ethylene dimethacrylate
(PMMA-EGDMA) copolymer resin (represented by (P)—CH,C(CH3)—
COOCHj3;) can be similarly nitrated using NO, and this transformation can
be written as

i 0
Cly—C=C=0ci; — m:—c—ocnj

Cliy ClHaNO>
R, R,

The R, resin can similarly be aminated and its exchanging groups are
—NH;CI™. It has an exchange capacity of 4.6 mEq/wetg with 79%
moisture. Calculate the extent of nitration of the R, resin and suggest
why this has become so highly hygroscopic.

2.16. Polymers can be degraded by thermal, oxidative, chemical, radiative,
mechanical, and biological agents. In the photo-oxidative degradation of
polyethylene (PE), radicals are first formed anywhere on the chain, which
combine with oxygen to give a peroxy radical. This peroxy radical is
converted to a carbonyl group. On further exposure to light, the following
reactions occur:

0 QO
Il NI Il
"“"’C]Ig_(_(‘“:"’w — —— """C”g_‘cllg_c' - '(‘”2—(.‘”3""’“
Q)
Kl - . _
= 0=l 2 =l
1
e C—Cls

These are called Narish type I and I (NI and NII) degradations. Develop
the reaction mechanism. Show how an ester group could be formed. You
can see that the photo-oxidation embrittles the polymer and makes the
polymer hydrophilic also.

2.17. The micro-organisms that degrade paraffins (straight-chain polymers) are
mycobacteria, nocardia, candida, and pseudomonas. However, these do not
react with branched polyethylene. In the biodegradation of polyethylene in
the presence of ultraviolet (UV) light seems to proceed as in Problem 2.16,
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yielding carbonyl groups. As soon as this happens, these are attacked by
micro-organisms that degrade the shorter segments of PE and form CO,
and H,0. Carbonyl groups are converted (unlike in Problem 2.16, where
NI and NII reactions occur) to a carboxylic group, which is attacked by
CoASH enzyme produced by the bacteria. This gives rise to a f-oxidation,
giving a double bond that combines with water, ultimately being converted
to another carbonyl group. In addition, the following additional reaction
occurs:

0 i
wnCl—C—CHa—C ~ SCoA 1 CoASH —

2 ;
v CHa—C ~ SCoA + Cl3—C -~ 8CoA
citric acid
cvele

COx 11150

Write the full mechanism.

2.18. Plastics are reinforced wth fillers to give higher strength and stiffness and
reduced thermal expansion. Leading examples of reinforced polyesters are
sheet-molding compounds (SMC) and bulk-molding compounds (BMC).
Typical SMC consists of filler calcium carbonate (47.5%), chopped glass
rovings (29%), fumerate or malleate polyester (13%), maturation agent
magnesium oxide, catalyst z-butyl perbenzoate, low-profile additive
(PVAc + styrene, 8%), internal mold-release agent zinc stearate (0.8%),
and carrier resin (PVAc). Write the formation of maleate polyester (and
fumerate polyester) with propylene glycol. Show how branching and
lactone formation can occur.

2.19. Explain the need for various ingredients of SMC polyester described in
Problem 2.18. The maturation agent participates in the polymerization;
some believe it does so as follows:

o COOH + MgO —— ~~C00Mz201
e COOMpOH + o~ COOH — ~COOMeOOC + H50)
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2.20.

2.21.

2.22.

2.23.

Chapter 2

However, some scientists feel that there is only coordination complex
formation, as follows:

Ann (' — (rnn

How would you propose to confirm which mechanism represents the true
configuration?

We define v, and v, as volume fractions of fibers and the matrix,
respectively, and assume that the fibers are laid parallel longitudinally.
Rewrite ¢, in Example 2.3 in terms of these. Calculate the fraction of load
carried by the fibers in composites of glass fibers and epoxy resin
containing 16% fibers. £, = 72GN/m” and E,, = 3.6 GN/m".

Repeat the earlier problem for carbon fibers which has E, = 437 GN/m”.
In Example 2.3, we assumed only one kind of fiber material. Suppose there
are n materials and a determine relation similar to that in Problem 2.20.
Consider a transverse loading of unidirectional loading composite as
follows:

O

| |~
]:ibcr—»V | / / |/J// Maltrix
EREER

In this case, the elongation in the composite (6,) is the sum of the

elongation in the fiber (J,) and the matrix (J,,). Determine the transverse

modulus £, in terms of E,, and E;.

Unidirectional composites have longitudinal (x;) and transverse (o)

coefficients of thermal coefficients given by

fo'Efvf + OCmEmvm

OCL S

E,

Op = (1 + vf)afo + (1 + vm)am Vm - O(vavf + vam)

where o, and o, are coefficients of thermal expansion for fiber and matrix,
E, is the elastic modulus of composite in the longitudinal direction, and v,
and v,, are the Poisson ratios of the fibers and the composites, respectively.
Plot o, and o as a function of v, for the following properties:
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2.24.

2.25.

oy = 0.5 x 1073/°C a, = 6.0 x 107°/°C
E; =70 GN/m’ E, = 3.5GN/m?
v, =0.20 v, =035

The thermal conductivities (longitudinal, k, and transverse k; in W/m°C)
composites are determined using the following relations:

kL = ijj + mGm

1+ ¢&nl,
ky = ky 1
1=nVy

where
g folh = 1
ke /ky + ¢

logé = x/glog(%)

where k; and k, are transfer coefficients for the fiber and matrix,
respectively. For V, = 0.6, k,, =0.25W/m°C, and k;, = 1.0SW/m°C
(for glass fibers), determine k; and k;. What would be their values, if
the carbon fibers (k, = 12.5W/m °C) are used in place of glass fibers.
The process for reverse osmosis (used to get pure water from sea) can be
schematically shown as

— —= Exitfced
solution

Product solution

Calculate the osmotic pressure (7, in atmospheres) of the NaCl solution
with C; =10 ngaCl/m3 solution (density p;, = 1004 kg solution/m?)
using the following relation:

_nRT
Ty

m

T

where 7 is kilogram mole of solute, V,, is the volume of pure solvent water
(in m?), R is the gas constant (82.057 x 10~ m® atm/kg molK), and T is
the temperature (in °K). The density of pure water is given as 997.
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2.26. The flux of water, N,, and solute, N, (in kg/m?S) are given by
N,, = A4,,(AP — An)
N, = 4,(C, - Cy)
where An =7, — m,, A,, and A, are the solvent and solute permeability
constants, respectively, and for the cellulose acetate membrane, these are
2.039 x 10~*kgsolvent/Sm*atm and 3.896 x 10~"m/sec. Calculate

these fluxes if C; and C, are 10kgNaCl/m’ and 0.39 kg NaCl/m’ and
the applied pressure (AP) is 50 atm.
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Step-Growth Polymerization

3.1 INTRODUCTION

As described in the previous chapters, the properties of polymeric materials
depend considerably on their molecular-weight distribution (MWD). This in turn
is completely determined by the mechanism of polymerization. There are various
mechanisms by which polymer chains grow; this chapter focuses on one of them:
step-growth polymerization.

Monomer molecules consisting of at least two functional groups can
undergo step-growth polymerization. In order to keep mathematics tractable,
this chapter will focus on polymerization of bifunctional monomers. The two
reacting functional groups can either be on the same monomer molecule, as in
amino caproic acid, NH,—(CH,);—COOH, or on two separate molecules, as in
the reaction between ethylene glycol, OH—(CH,),—OH, and adipic acid,
COOH—(CH,),—COOH. If they are located on the same monomer molecule,
represented schematically as ARB, the concentrations of the functional groups
remain equimolar throughout the course of the reaction, which can be schema-
tically represented as follows [1-7]:

n(A—R—B) > A—R—B[A—R-B], ,—~A—R—B 3.1.1)

Here, R represents an alkyl or aryl group to which the two functional groups A
and B are attached. In case the functional groups are located on two different
monomers, A—R—A and B—R’—B, an analysis similar to the one for ARB

103
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polymerization can be conducted. As pointed out in Chapter 1, the overall
reaction represented by Eq. (3.1.1) consists of several elementary reactions,
which can be represented as follows:

km.n
P,+P, =P,  +W, mn=12,... (3.12)

m+n

where P, represents A—R—B—(A—R—-B),_,—A—R—B, P, represents the
A—R—-B—(A—R—-B),,_, A—R—B molecule, and W represents the condensation
product. The forward and reverse rate constants k,,, and k., are, in general,
chain-length dependent, as discussed in the following paragraphs.

If two small molecular species, A and B, react as
A + B = Products (3.1.3)

it is evident that the reaction will proceed only after a molecule of A diffuses
close to a molecule of B from the bulk. Thus, the overall reaction between A and
B consists of two consecutive steps: (1) the diffusion of molecules from the bulk
of the mixture to within close proximity of each other and (2) the chemical
interaction leading to product formation. This is represented schematically as

Diffusion Chemical
A +B ——— [A B] ——— AB(Product) (3.1.4)

reaction

However, polymer molecules are very long and generally exist in a highly coiled
state in the reaction mass with the functional groups situated at the chain ends.
Therefore, in addition to the “bulk” molecular diffusion of P,, and P,, the chain
ends must diffuse close to each other (called segmental motion) before the
chemical reaction can occur. This can be represented schematically as

Bulk Segmental Chemical
Pm+Pn (—[PmPn](—[Pm:Pn]%PWH—n (315)
diffusion diffusion reaction

Because the bulk and segmental diffusion steps depend on the chain lengths of
the two polymer molecules involved, the overall rate constants in Eq. (3.1.2) are,
in general, a function of m and n. The exact nature of this dependence can be
deduced from the following experiments.
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3.2 ESTERIFICATION OF HOMOLOGOUS SERIES
AND THE EQUAL REACTIVITY HYPOTHESIS
[1,4,5]

The following esterification reactions of monobasic and dibasic acids of homo-
logous series illustrate the effect of molecular size on the rate constants:

H—(CH,),—COOH + C,H;OH ——s H—(CH,),—~COOC,Hs + H,0

(3.2.1a)
HCI
COOH—(CH,),—COOH + C,H;0H —
COO0C,H;(CH,),—COOH + H,0 (3.2.1b)

+ COOC,H;—(CH,),—COOC,H;
+ H,0 + C,H;0H + HCI

These reactions have been carried out in excess of ethanol with HCI catalyst, and
the rates of reaction have been measured for various values of the chain length n.
The reaction rate constants are evaluated using the following rate expression:

r,= @ = k,[~COOH][H*] (3.2.2)
where 7, is the rate of esterification and [ ] represents molar concentrations. The
concentration of ethanol does not enter into Eq. (3.2.2) because it is present in the
reaction mass in large excess.

In Eq. (3.2.2) [-COOH] represents the total concentration of the carboxylic
acid groups in the reaction mass at any time, whether present in the form of a
monobasic of dibasic acid; this is usually determined by titration. [H1] is the
concentration of protons liberated by the hydrochloric acid. Use of the rate
equation in the form shown in Eq. (3.2.2), together with experiments on
monobasic and dibasic acids having different n, makes it possible to isolate the
effect of the size of the molecule on k.

The rate constants for various values of » are tabulated in Table 3.1. Two
important conclusions can be drawn from the experimental results:

1. The reactivity of larger molecules does not depend on the size of the
molecule for n > 8. [2,7]

2. For larger molecules, the rate constant is independent of whether there
are one, two, or more carboxylic acid groups per molecule.

Similar conclusions have also been obtained on the saponification of esters
and etherification reactions [4,5]. If, in the chemical reaction step of Eq. (3.1.5),
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TABLE 3.1 Rate Constants for the Esterification of Monobasic

Chain length ky x 10* (250°C)* ky x 10* (250°C)*
(n) (monobasic acid) (dibasic acid)
1 22.1 —

2 15.3 6.0

3 7.5 8.7

4 7.45 8.5

5 7.42 7.8

6 — 7.3

8 7.5 —

9 7.47 —
Higher 7.6 —

In liters per mole (of functional group) second.

the reactivity of a —COOH group with an —OH group is assumed to be
independent of n, these observations imply that the rate of diffusion of large
molecules is not affected by the value of n. However, we know intuitively that the
larger the molecule, the slower is its rate of diffusion. Consequently, it is expected
that, as » increases, the diffusional rate should decrease, implying that £, must
decrease with increasing n, a conclusion in apparent contradiction with the
observed behavior.

As shown in Eq. (3.1.5), there are two types of diffusional mechanisms
associated with the reaction of polymer molecules. Although the rate of bulk
diffusion of two molecules decreases with n, the rate of the other step, called
segmental diffusion, is independent of #. The independence of # is due to the fact
that there is some flexibility of rotation around any covalent bond in a polymer
molecule (see Chapter 1), and there is restricted motion of a small sequence of
bonds near the ends, which constitutes segmental diffusion. This brings the
functional groups of two neighboring molecules near each other, regardless of the
chain length of the entire molecule. Thus, with increasing n, two polymer
molecules diffuse slowly toward each other by bulk diffusion but stay together
for a longer time (the two effects canceling out), during which, segmental
diffusion may bring the functional groups together for possible reaction.

Based on the experimental results of Table 3.1, we can postulate a simple
kinetic model for the study of step-growth polymerization in which all of the rate
constants are assumed to be independent of chain length. This is referred to as the
equal reactivity hypothesis. The following section shows that this assumption
leads to a considerable simplification of the mathematical analysis. However,
there are several systems in which this hypothesis does not hold accurately, and
the analysis presented here must be accordingly modified [2,8—14].
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3.3 KINETICS OF A—R-B POLYMERIZATION
USING EQUAL REACTIVITY HYPOTHESIS [2]

A chemical reaction can occur only when the reacting functional groups collide
with sufficient force that the activation energy for the reaction is available. The
rate of reaction, r, can thus be written as proportional to the product of the
collision frequency, ,,,, between P,, and P, and the probability of reaction, Z,,,
(which accounts for the fraction of successful collisions), as follows:

R=0w,,Z (3.3.1)

mn=—mn

where o is a constant of proportionality. According to the equal reactivity
hypothesis, Z,, is independent of m and n and is, say, equal to Z. If the
functional groups of the two molecules P,, and P, can react in s distinct ways, the
probability of a reaction between P,, and P, is given by sZ. The collision
frequency w,,, between two dissimilar molecules P,, and P,, in the forward step is
proportional to [P,,][P,], whereas that for P,, and P,, is proportional to —[Pm]2 /2
(the factor of one-half has been used to avoid counting collisions twice). Thus, if
k, is the rate constant associated with the reaction between functional groups,
then under the equal reactivity hypothesis, k,, ,, the rate constant associated with

m,n>

molecules P,, and P, in the forward step, is given by

.
sk,
P,JP,] 7
Ky = o (3.3.2)

r
m=nn=12,...

m#£nmn=1,2,...

"7
P, 2’

For linear chains with functional groups A and B located at the chain ends, there
are two distinct ways in which polymer chains can react, as shown in Figure 3.1.
This fact implies the following for such cases:

P 2k, m#Fnmn=12... (3.3.3a)
"k, m=mn=12,... (3.3.3b)
The various (distinct) elementary reactions in the forward step can now be written
as follows:
2%,
Pm +Pn—>Pm+n+W7 m#”;n: ls 2» 3» (3343.)
ky
P,+P,—P, +W, m=nn=12,... (3.3.4b)

The reverse step in Eq. (3.1.2) involves a reaction between polymer molecule P,
and condensation product W; there is a bond scission in this process. It may be
observed that P, has n — 1 equivalent chemical bonds where the reaction can
occur with equal likelihood. It is thus seen that if &, is the reactivity of a bond
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FIGURE 3.1 The two distinct ways in which two linear bifunctional chains can react.

with W, the reactivity of an oligomer P, is (n — 1)k,. The mole balance equations
for various molecular species in a constant-density batch reactor can now be
easily written. Species P, is depleted in the forward step when it reacts with any
other molecule in the reaction mass. However, P, (n > 2) is formed in the
forward step when a molecule P,.(r < n) reacts with P,_, and is depleted by
reaction with any other molecule. In the reverse step P, is depleted when any of
its chemical bonds are reacted and it is formed whenever a P, (¢ > n) reacts at a
specified bond position. For example, if we are focusing our attention on the
formation of P,, a molecule having chain length greater than 4, say, Ps, would
lead to the formation of P, if W reacts at the second or fourth position of P4. The
mole balance relations are therefore given by the following:

d
[;tl] = =2k, [P\ {[P,]+ [Py] + - - -} + 2k [WH{[P] + [P3] + -+ -} (3.3.5)
d n—1
=k L (PP, ] = 26 PP ]+ [Pa] + -
— I [W](n = DIP,] + 26 [WI{[P, 4]+ [P, 0] + -}
n=273,4,... (33.5b)

There is no factor of two in the first term of Eq. (3.3.5b) because of the symmetry,
as shown through an example of the formation of P4. This occurs at a rate given
by (2k,[P][Ps] + 2k,[P,][P,] + 2k,[P;][P;]). The factor of the first two terms
arises because k,, , is 2k,, whereas the factor of the last term, 2k,[P;]/2, arises

because of the fact that two molecules of P; are consumed simulataneously when
P; reacts with P;. The first term in Eq. (3.3.5b) for this is £, Zle[Pr][P,,_r], as

shown.

If the concentration of all the reactive molecules in the batch reactor is
defined as

Ao = Zl [P,] (3.3.6)
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one can sum up the equations in Eq. (3.3.5) for all » to give the following:

dly d[P,]  d[P,] d[Ps]
dt_dt+dt+dt+

= —2k,/g + k, 25 — K[W] ; (n — D[P,] + 2k [W]

o]

™32

(Pi]
i=n+1

(3.3.7)

I
-

n

It is recognized that

00

M8

[Pi] = [P] + [P3] 4+ [Py] + - - + [P3] + [Pyl + - - + [Py] + -

i=n+1

Il
-

n

= [P)] + 2[P3] + 3[Py] + - - -

- i(n —DP,]

(3.3.8)
Therefore, Eq. (3.3.7) can be written as
dq 2 g =
o= —k, A + k,[W] ngl (n—DI[P,] (3.3.9)

It may be observed that Y >~ (n — 1)[P,] represents the total number of reacted
bonds in the reaction mass. It is thus seen that the infinite set of elementary
reactions in step-growth polymerization in Eq. (3.1.2) can be represented
kinetically by the following equivalent and simplified equation:

K,
“A+-B = —AB—+W (3.3.10)

where —AB— represents a reacted bond. The representation of an infinite series
of elementary reactions by only one elementary reaction [Eq. (3.3.10)] involving
functional groups is a direct consequence of the equal reactivity hypothesis. This
leads to a considerable simplification of the mathematical analysis of polymer-
ization reactors.

Example 3.1: Consider the ARB step-growth polymerization in which monomer
P, reacts with P, (for any ») with a different rate constant, as follows:
ky
P/ +P, =P, +W, n=123 (a)

k
P,+P, == P, +W, mn=23, (b)

Derive the mole balance relations for the MWD of the polymer in a batch reactor.
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Solution: s in Eq. (3.3.2) is 2 because the polymer chains are linear. Let us first
consider the reaction of P,. In the reactions of P; with P, similar molecules are
involved, and the reactivity would be 2k, /2. However, for the reaction of P; with
any other molecule, the reactivity would be 2k,. Therefore,

k _ kl forn:1
=12k forn=1,2,3,...

The other reactivities remain the same as in Eq. (3.3.3):

P

‘ _{k form=n
mn 2kp form #n,mn=2,3,...

The mole balance of species P, is made by observing that two molecules of P, are
depleted whenever there is a reaction of P; with itself in the forward step,
whereas only one molecule of P, disappears in a reaction with any other
molecule. Similarly, in the reverse step, whenever W reacts at the chain ends,
P, is formed:

d[P,]
dt

= —(Forward reaction of P; with P,)

— (Forward reaction of P, with P,, P; etc.)

+ (reverse reaction of W at chain ends to give P,)
= =2k [P\][P,] = 2/, [P ]{[P,] + [P5] + - - -}

+ 2k [WH{[P,] + [P3] + - - -}

= =2k [P,]Ag + 2k [W] 2 (P.]

The rate of formation of P, is k;[P,]/2, and P, is depleted whenever it reacts with
any molecule in the forward step or its bond reacts with W in the reverse step:

d[P
% = (Forward reaction forming P,) — (Forward reaction of P, with P,)

— (Forward reaction of P, with P, with P,, P5, etc.)
— (Reverse reaction of bonds of P, with W)

+ (reverse reaction of W with P, Py, etc. to give P,)
= k[P’ — 2k, [P ][P,] — 2k, [P, {{[Py] + [P3] + - - -}

— ke [WIP,] + 2k, [WH[P3] + [Py] + - -}
= ly[P\J’ = 2(ky — k)[PI[Py] — 2k, [Py} g — k) [WI[P]

+ 2K [W] i P]
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Similarly, the mole balance relaxation for species P, is given by the following:

d[P,]
dt

= (Forward reaction of Py, P,, etc. with P,_;, P, _,, etc.)

— (Forward reaction of P, with P,)

— (Forward reaction of P, with P,, P5, etc.)

— (Reverse reaction of W with n — 1 bonds of P,)

+ (Reverse reaction of W with P, ;, P, ., etc. to give P,)

n—2
= +2k1[Pl][Pn—1] + kp Z:Z [Pr][Pn—r] - 2k1[Pn][Pl]

— 2k, [P, {[P,] + [P3] + - - -} — K, [W](n — D[P,]

+ 26 [WHIP, 1] + [Pyyo] + -}
n—1
= 2(kp - kl)[Pn][Pl] - 2kp[Pn]/lO + kp Z:l [Pr][Pnfr]
+ 2(ky = k)P, 1[P1] — k,(n — DIWI[P,] + 2k, [W] > [P

r=n+1
The zeroth moment of the MWD can be easily found as follows:

dig _dlP)] dlP)]

dt dt dt
= (ky — k)P, T — ka5 — 2(ky — k[P 1% + k) [W] ;2 (n—1DIP,]

3.4 AVERAGE MOLECULAR WEIGHT IN
STEP-GROWTH POLYMERIZATION OF ARB
MONOMERS

Having modeled the rate of step-growth polymerization of ARB monomers, we
can easily derive an expression for the average molecular weight of the polymer
so formed. It is assumed that one starts with pure ARB monomer and that there
are N, molecules present initially. After polymerization for time ¢, there would be
fewer, say, N molecules, left in the reaction mass. This number N includes both
unreacted monomer molecules, P, as well as dimers, trimers, tetramers, and so
forth. In the computation of the average molecular weight for the system at time 7,
we could either consider only the dimers, trimers, and all other homologs to
constitute molecules of the polymer, or, alternatively, include monomer molecules
as well. Naturally, the results using the second approach would be lower than that
obtained from the first one. In the following analysis, the monomer is included in
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the computation of the average molecular weight. This is not a drawback because,
for practically important situations, the concentration of P, is usually negligible.

It may be observed that during polymerization the total number of repeat
units at any time remains unchanged and is equal to the initial number of
monomer molecules, V. These repeat units, however, are now disturbed over N
polymer molecules at time ¢, so the average number of repeat units per molecule
is equal to Ny/N. This is defined as the number-average chain length, p,
(sometimes called the degree of polymerization), and is given by

Ny _[Aly _ [Bly

b =7 Al - B (3.4.1)
where [A], [B],, and [A] and [B] are the concentrations of the functional groups
A and B at times # = 0 and ¢ = ¢, respectively. It is convenient to work in terms of
the (fractional) conversion of functional group A (or B), defined as

PETAL S M (3.4.2)

which gives
1

My

Integration of Eq. (3.3.9) can be carried out by observing that for every chemical
bond formed, one molecule of condensation product, W, is formed. If [P,], and
[W], moles of monomer and condensation product are initially present in a batch
reactor and W does not leave the reaction mass, then stoichiometry of polymer-
ization gives

W]+ 4g = [W]o + [P]o (3.4.4)

where [W] and 4, are the concentrations of condensation product and polymer at
any instant of time. We substitute [W] from this equation into Eq. (3.3.9) to

obtain
d/ oS i
Yo k734 k3 W]y + [Pl ~ zo}{ RS [Pn]} (3.4.5)

We further observe that Y - | n [P,] is the first moment of the MWD and is equal
to the total number of repeat units, which means that the first moment, 4,, is time
invariant. Therefore, Eq. (3.4.5) becomes

diy _

dt —ky 2% + ky (IW1o + [P1]o — 2o} (20 — Zo) (3.4.6)
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which can be integrated as follows:
J d}yo
—k, 5 + kpy {IWg + [Pi]o — Ao} (hig — 29) = | dt

where the denominator is a quadratic expression that can be easily factorized and
then written in partial fractions. It can then be integrated to give

(3.4.7)

7= g (3.4.8)
where
my = k,([Wly + [P,]0)[P1]o (3.4.92)
my = k,([W]y + 2[P]y) (3.4.9b)
my = (k, — k) (3.4.9¢)
o = (m? + 4mym,)'? (3.4.9d)
27’}’[2/10 + my; — 5
= 3.4.9
1 2my[Pi]y +my +0 ( ?
2m,[P —
go = 2malPilo +om — 0 (3.4.9f)

o 2m2[P1]0 + ml + (3

The number-average molecular weight can be easily obtained by multiplying p,
by the molecular weight of ARB (because the molecular weight of W is usually
small).

Example 3.2: Suppose N,, moles of AR;A monomer are reacted with Ny,
moles of BR,B monomer to form the polymer. Derive an expression for the
average molecular weight of the polymer formed.

Solution: We first observe that there are 2N, moles of A functional groups and
2Ny, moles of B functional groups present at time # = 0. Whenever a functional
group A (or B) reacts, the total number of molecules in the reaction mass
decreases by 1. Let us, for the moment, assume that Np, is greater than N.

In order to determine the molecular weight, we needed to determine the total
number of molecules at time # when the conversion of A functional groups is p:

b 2N, — 2N,
4 2N,

The total number of moles of unreacted A functional groups at time ¢ is equal to

2N4o(1 —py)
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The total number of moles of unreacted B functional groups at time ¢ is equal to

(2Npy — 2N40p4)

At any time ¢ molecules of (A A), (A B), and (B B) types are present, and all of
these are equally likely to occur. If we know the total number of moles of
unreacted A and B functional groups, the total number of moles of polymer is
simply half of this. In other words, the total number of moles of polymer, N, at
time ¢ is equal to %{ZNAO(l —p4) + 2Ngy — 2N 4op4}. Similarly, the total number
of moles of polymer initially, N, is equal to N, + Npy:

Ny Ny + Npg L+r

=N " Nyo+Ngo—2p4Nyg T +r—2rpy,

where » = N,q/Np.

Observe that even when 100% conversion of A functional groups (i.e.,
p4=1) is achieved, the average chain length p, has a limiting value of
(14 7r)/(1 —r) instead of oo, as predicted by Eq. (3.4.3). It is thus seen that
an equimolar ratio (i.e., » = 1) is desirable for the formation of polymer of high
molecular weight.

Example 3.3: The polyester PET, commonly used in the manufacture of
synthetic fibers, is prepared through polymerization of bis-hydroxyethyl
terephthalate (BHET). During polymerization, several side reactions occur, but
if these are ignored, PET formation can be modeled by ARB kinetics as
discussed. Experiments have shown that

k, = 4.0 x 10* exp(—15 x 10°/1.987) L/mol min

and the equilibrium constant K, is

/

K, = k—i = 0.5 (independent of temperature)

=~

For the initial monomer concentration, [P,], = 4.58 g mol/L, find the conver-
sion, the average chain length, and the polydispersity index Q after 10 min of
polymerization at 280°C and 200°C.

Solution: At 280°C

15, 000
1.98(273 + 280)

k, =2.25 x 107> L/mol min

4 ) .
k, =4.0x 10 exp( ) =4.49 x 10"°L/mol min
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Because r = 0, BHET does not have any W,

[Wlo =0, [Ply = [P,]p = 4.58 g mol/L
my = k;[P]%, my = 2k [Py],

1
mzzkp(]?p— l)

12
1 2k [P
6 = [4K2IP, 1B + 4k [[Pllé (— - 1)} _ % — 0291

KP 4

2K (1/K, — 1)+ 2K[Py]y — 2P0 /K,

qo =
2P 1y (1/K, — 1) + 2 [P,]y — 2k [P, 1o/K,
_1m;—u@”_1—@”_1—0ﬂ_0”2
UK, + 1K, 1K) 1071
2B[PI(1/K, — 1)+ 2K[P,] — 2k [Py 1o/K)
265[P,lo(1/K, — 1) + 2 [P, ] — 2k5[P,Jo /K2
Jo/IP1o(1/K, = 1) + (1 — 1/K)?)
1/K, — 1/K,
_ 2= DAy/[Pily+ (1 — 1.41)
2 1.41
_ Jo/[Pyly — 041
0.59
After 10 min,
20/[P1]y — 0.41 —291
20/ — 70 0172
0.59 0.172r
A
o =% = 0.41 + 0.172(0.59)(0.0545) = 0.416
Pi]o
20
Conversion =1 — —— = 0.584
P11y

W, =240, QO=1+p=158
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At 200°C,

-3 ’ -3
kp =443 x 107", kp =2.22x10

4.58
=222 x 1073 —) = 0.02
5 =2 x 10 )(0.71) 0.0287

Jo/[P1]o — 0.41

_ —0.287 _
0.59 =0.172 x e = 0.7505

o _ o4 +0.59(0.7505) = 0.853
[P1]o

Conversion = 0.147

1
=——=1.172, =1 147 =1.14
I, 0853 7 0 +0.147 7

3.5 EQUILIBRIUM STEP-GROWTH
POLYMERIZATION [15-18]

As in chemical reactions of small molecules, condensation polymerizations also
have an equilibrium. In fact, in several cases (e.g., polyethylene terephthalate
polymerization), equilibrium is attained at very low values of y,, and high
vacuum must be applied to drive the reaction in the forward direction to get
polymer of high enough molecular weight to be of commercial interest.

When the reaction mass attains equilibrium, the rates of formation of all
polymeric species in Eq. (3.3.5) are all zero. In other words,

d[P , / .

% =0 = —2k,[P,], 40, + 2k, [W], X [P]],
i=2

d[Pn]e J) / (S

= 0= =2 [P, ]l + 2, 3 [PLLIP, ).

r=1

— KWL~ DR 4 2KIW], S [Pl n=2.3...
i—n+

(3.5.1)

We want to find the molecular-weight distribution satisfying Eq. (3.5.1). Let us
assume that it is given by

[Pl =x"" (3.5.2)
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where x and y are some parameters that are not dependent on chain length n. We
have already observed that the first moment /4, is time invariant and is the same as
the initial value A,,. Therefore, Eq. (3.5.2) must satisfy the following relation:

X

do=Y nPl=x(1+2p+3*+ - )=—"
(1-y)

(3.5.3)

At equilibrium, the total moles of polymer, Z,, can be obtained by equating
(dAg,/dt) equal to zero in Eq. (3.3.9):

—k, 25, + KW, 21 (n — D[P,] = —k, /5, + k) [W1,(Z19 — Z0,) = 0
(3.5.4)

This is a quadratic equation and can be easily solved. In addition, we can also find
Age from the assumed form of the MWD in Eq. (3.5.2) as follows:

X

Between Egs. (3.5.3) and (3.5.5), we get
Aoe = Z0(1 =) (3.5.6)

and the MWD in Eq. (3.5.2) is given by

o0\’ 2o\
[P,], =/ (i) (1 —&> (3.5.7)
10 ;”10 j-10

Now, we show that Eq. (3.5.1) is identically satisfied by Eq. (3.5.2) as follows:

n—1
Y IPIP, . =Y Xy ly !

r=1 r=1

=xy""2(n—1) (3.5.8)
X PL=YPL - Y L~ v Yy
i=n+ n n= i=

n

=1
1 x(1—y")  xy
l—y 1—y 11—y

(3.5.9)
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On substituting these in Eq. (3.5.1), we have the following:

n—1
- 2kp[Pn]e}"0 + kp Z:l [Pr]e[Pnfr]e - k;[w]e(n - 1)[Pn]e

o0
+ Zk];[W]e Zl [Pi]e
i=n+
X2 e e (3.5.10)
= —2k, T _yy ! +kpx2(n — 1)y
xy" e
FWIT = KW — 1y

= 2(—kyx + k, Wy 4 (n — l)xy”’Z{—kpx + k, Wy}

However, from Eq. (3.5.4), we have

x? , X x _
—k,,(l e +kp((1 myveh _y) =0 (3.5.11)

or
ke + W],y = 0

which means that Eq. (3.5.10) is identically satisfied by the assumed equilibrium
MWD in Eq. (3.5.2).

3.6 MOLECULAR-WEIGHT DISTRIBUTION IN
STEP-GROWTH POLYMERIZATION

Let us consider step-growth polymerization in a batch reactor having feed of the
following composition. At ¢ = 0,

[Pn] = [Pn]01 n = 1’ 21 ... (361)

One of the ways to solve such problems is to utilize the technique of the
generating function, which is described in Appendix 3.1. With the help of the
generating function G(s, f), the mole balance relations in Eq. (3.3.5) are
combined into one partial differential equation that has a numerical solution
only. However, if the feed to the batch reactor is a pure monomer or has a
distribution given by Eq. (3.5.7), it is possible to obtain an analytical solution.

Let us assume that the feed to the batch reactor is a pure monomer, which
means that the initial condition is given at ¢ = 0 by the following:

[Py] =[P]y (3.6.2a)
[P,lo=0, n=23,... (3.6.2b)
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We guess the form of the MWD as

[P,] = [P]o(1 — p)°p""" (3.6.3)

where p is the conversion of the functional groups defined in Eq. (3.4.2). We
further observe [steps of the derivation are identical to those in Egs. (3.5.5) and
(3.5.6)] the following:

Ao =[P1]y (3.6.4a)

4o = [P1]o(1 = p) (3.6.4b)
On substituting these in Eq. (3.3.5), we find

di , , ,

7;’ = —k,Ag + K IW1(h19 — 2o) (3.6.5)
which is the same as Eq. (3.3.9), indicating that the assumed form of the MWD is
correct.

The molecular-weight distribution of ARB polymerization was originally
derived by Flory using statistical arguments and is presented here for its historical
significance [17]. A polymer molecule of chain length # has n — 1 reacted A (or
B) groups and one unreacted A (or B). Therefore, the probability of obtaining a
sequence of n — 1 reacted and one unreacted A group in a polymer molecule of
size n would be p"~!(1 — p) and the number of molecules of size n, N,, would be
given by the product of this probability and the total number of molecules present
in the reaction mass at that time; that is,

N, =Np"'(1 = p) (3.6.6)
Using Eq. (3.4.3), we obtain
N 2
2= (1—p)p"! 3.6.7
N, (I-p)p (3.6.7)
which is identical to [P,]/[P,],, given by Eq. (3.6.3).

If M, is the molecular weight of the monomeric repeat unit, the weight
fraction, ,,, of a molecule of size n would be given by

W = (nM\)N, _ nN,

M;N, Ny
and using Eq. (3.6.7),

W, =n(l—p)p"" (3.6.9)

The theoretical number and weight fraction distributions have been plotted in
Figures 3.2 and 3.3, respectively, for several values of the conversion p. This is
sometimes called Florys distribution. It is observed from Figure 3.3 that, as time
progresses, the conversion p increases and the molecular-weight distribution not

(3.6.8)
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40

32

0 50 100 150 200
n

FIGURE 3.2 Number fraction distribution in ARB step-growth polymerization in batch
reactors using pure monomer feed. [Reprinted from P. J. Flory, Chem. Rev., 39, vol. 137
(1946) with permission of American Chemical Society.]

0.032 |
p =050
Rz
0.016 1
0.95
0.98
0.99
%
I I\I |
] 100 200

it

FIGURE 3.3 Weight fraction distribution in ARB step-growth polymerization in batch
reactors using pure monomer feed. [Reprinted from P. J. Flory, Chem. Rev., 39, vol. 137
(1946) with permission of American Chemical Society.]
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only shifts to higher and higher molecular weight but also broadens out. Figures
3.2 and 3.3 dictate that even though the concentrations of the low-molecular-
weight homologs P,, P,, and so forth are always the highest, their weight
fractions decrease significantly as p changes from 0.95 to 0.99.

It may be re-emphasized that in deriving Eq. (3.6.3) it is essential to assume
that the feed to the batch reactor is a pure monomer. If higher homologs are
present in the feed, as would be encountered in any intermediate reactor in a
sequence of batch reactors, the molecular-weight distribution would be different
and the polydispersity index (PDI) of the polymer formed would not necessarily
be restricted to the limiting value of 2, as shown in Appendix 3.1. As a matter of
fact, one of the practical methods of achieving a PDI of more than 2 is to partially
recycle a portion of the product stream, as shown in Figure 3.4 [19-22].
Polymerization is carried out in a tubular reactor, and a fraction £ of the product
is mixed with the monomer feed. The mole balance equations for tubular reactors
under suitable variable transformations become identical to those for batch
reactors [23]; these must be solved simultaneously, along with mole balance
equations for the mixer. The solution of polymerization with mixing is involved
and has, therefore, been omitted in this book.

Example 3.4: Prove the following summations:

00 n—1 00 00

S=> n" Y PP, = (m+n)P,P, (1)
n=2 n=1 n=1 n=1
00 i 00

S;=y " Y P, = )
n=1 m=n+1
oo n—1 00

S =2 PPy = 3)

Solution: The way of proving these identities is to expand the left-hand side
term-by-term and rearranging. For example,

o) n—1
Si=Y n* Y P,P,=2P,P) +3 PP, +P,P, +PPy) + 45 ). -
n=2 n=1
=P (2P, + 3Py 4+ )+ P3Py ) + -
31
QO‘LS'* Mixer *1 Tubular reactor 2
3
FQq, m¥s!

FIGURE 3.4 Use of recycle and a mixture M to obtain PDIs of values more than 2.
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The general term of this series is (m + n)kPmPn and, therefore, the sum S, is
given by

(m +n)*P,P,

gk
N

S]:

Il
-

n=2 n

Suppose we are interested in the special case of k£ = 2, then

Sl = Z Z (m+n)2pmpn

n=2 n=1

3

Il
12

(m* 4 n* 4+ 2mn)P,P,
1

3
[|
[N
3
Il

(mZij_O + 21’1/1le + QPmV%) = 2)'0/12 + 2)'%

Il
12

3
Il

In the second summation, we have

00 00

S,=Yn Y P,=15P,+P;+P,+--)+2F
n=1 m=n+1

X(P3+P4+P5+)+3k(P4+P5+)

= [P,](1%) + [P;](1F +2F) + - -
o0 n—1
n=2 \m=1

Let us say that £ = 2, in which case

=l _ (n—Dnn —1) _ h* —3n* +n)

mX::1 . 6 6
Therefore
x 213 =3t +n 243 — 34, + A
S =3 [P, == i
P} 6 6
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Summation S; is the kind which appears in redistribution reaction

Z Z Z [P,1IPy,] = 2[PJ([P] + [P5] + [Py] + - - )

=1 M=N-J+1
+3kP1(P3 + Py + )+ 3 [P](P, + Py +Pyt) + -
=[P J{[P,] + [P3]2° + 35 + P, @* +3* + 4+ -} + -
+ PPy (n+ DY) +Ps{(n+ 1> + (n+ 2"} + )
—3 P, f(jzl (n—l—i)kPj)
n=1 j=2 \i=1

For example, for £ = 2, S5 is given by

00 oo [j—1

=1 j=2 \i=l

oo oo [j—1
=ZPHZ( (n* +2m+12)>

n=1 j=1 \i=l1

. . 1) )i — 1
=3, 3 (- 42, Y= DF U= DI )Pj

n=1 Jj=1 2 6

x Ay — A 2A; =34, +1)
=Y P n*(A — g) + 202" i

nX::l n{n(l 0)+ n 2 + 6

, N P
(41 = Ap)ia + (Ay — DAy + €0(2A3 =3 +1)

Example 3.5: Consider the polymerization of AA + BC monomers where both
B and C react with A at different rates. Determine the number-average molecular
weight of the polymer.

Solution: Let us say that at time f = 0, the concentrations of A, B, and C are

[A],, [B],, and [C],, respectively, such that the total number of molecules, N,, per
unit volume is

and

However, as time progresses, these concentrations become different due to
different reactivities, and the number average molecular weight cannot be
obtained from pure kinetic analysis of functional groups. The analysis presented
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is strictly true for batch reactors where probabilities can be equated to conver-
sions.

Let us define probabilities p,, pp, and p for finding reacted A, B, and C
functional groups, respectively, at time ¢. These can be taken as equal conversions

as follows:
5, A= (A
[Aly
P L
[Blo
pe—[Ch—IC]
[Clo

Because A can react with B and C functional groups, by stoichiometry, one has

_ Bl
Pys= [Al, (s +pc)

and in terms of N, one has

2N,
A =
A =17 2p4/(Ps +Pc)
1
[Blo = No{l 2p,4/(ps +Pc)}

In order to find total number of molecules at time #, N,, it is observed that the total
number of molecules is reduced by 1 whenever an A functional group reacts
(either with B or C). This gives

2py }
N, =N,11—
' 0{ 1 +2p,/(pp+pc)

In order to find the total weight, W,, we define M,, and My, as the molecular
weights of the repeat units formed through monomers AA and BC, respectively.
W, is given by

W, = (Total number of molecules and of AA monomer) My,
+ {Total number of molecules of BC monomer ([A],/2)M 4
+ [BloMpc}
No

2p,
P +Pc

2p4/(pg +pc) {MAA + MBC}
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The number-average molecular weight p, is

0, = W, (pp+pc)Myy+2pmpe
==
N, 2p,+pg=pc—2p4(Pp+Dpc)

3.7 EXPERIMENTAL RESULTS

In previous sections, the set of infinite elementary reactions occurring in step-
growth polymerization was shown to reduce kinetically to a single reaction
involving functional groups. It was essential to assume the equal reactivity
hypothesis in order to achieve this simplification. Thus, tests against various
experimental results are needed to confirm the equal reactivity hypothesis. In this
section, however, experimental results on several important commercial systems
are presented, and we find that the simple model presented earlier needs to be
substantially extended to explain them. In fact, in several situations the equal
reactivity hypothesis itself is inapplicable.

In order to confirm the equal reactivity hypothesis, Flory originally studied
the polymerization of adipic acid with decamethylene glycol in the absence of a
strong acid [4,5]. The course of the polymerization was followed by titrating the
carboxylic end group. Flory assumed that the carboxylic groups act as a catalylst,
and he represented the polymerisations as

0
_COOH 4 —OH — <2, —g—O— +H,0 (3.7.1)
with the rate of reactions given by
— @ = k,[—~COOHJ’[—OH] (3.7.2)

In this experiment, conditions were maintained such that reaction (3.7.1)
remained irreversible during the entire period of study. If the hydroxyl and the
carboxylic acid groups are present in an equimolar ratio, Eq. (3.7.2) can be
integrated to give

1

———— =2kt + const 3.7.3
[—COOHP 7 ! (3.7.3)

If the initial concentration of the carboxylic acid group is [-COOH],, then its
concentration at any time can be expressed as a function of the conversion, p, as
follows:

[—~COOH] = (1 — p)[—~COOH], (3.7.4)
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On substituting this into Eq. (3.7.3), we obtain the following:

1

T 2k, {[—COOHJ; + const, (3.7.5)
-p

Aplotof 1(1 — p)2 versus time should be linear; in Figure 3.5, it is found to be so
after 1/(1 — p)2 values of about 25.7. This means that this kinetic representation
is valid only after 80% conversion. If the reaction is catalysed by a strong acid

DE-A: Ethylene glycol with adipic aeid

DE-C: Ethylene glycol with cupric acid 440
DG- A: Decamethylene glyeol with adipic acid

Catalyzed
{DG-A)
109°C

Caralyzed
{DG-A)
96°C

150 = 30

- =
= Uncatalyzed =
Lo {DE-A} 120 |
= 166" C =
50 - - 10
Uncatalyzed
{DE-C)
166°C
0 L] ] ] !
0 200 4003 6K HiH 1H0

Time (min}

FIGURE 3.5 Catalyzed and uncatalyzed polymerization of ethylene glycol-adipic acid
(DE-A) and ethylene glycol—caproic acid (DE-C).
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(e.g., toluene sulfonic acid), the reaction rate represented by Eq. (3.7.2) then has
to be modified to

d[—COOHJ?
dt

where [H*] is the concentration of the acid. Because the concentration of
hydrogen ions remains constant during polyesterification, [H"] can be absorbed
with k%, and Eq. (3.7.6) can be easily integrated. If the concentrations of
functional groups —COOH and —OH are again equal, the following integrated
form is obtained:

— k¥[H*][~COOH][—OH] (3.7.6)

1
m = 2kpt + Constl (377)
where k, is equal to k;[HJr] and is a constant. Equation (3.7.7) can be rewritten as
follows:
1
U, = = k,[—COOH],t + const (3.7.8)
(1-p) 7 ‘ 2

The acid-catalyzed polyesterification of ethylene glycol and adipic acid has been
studied by Flory. The data are plotted in Figure 3.5. This figure also reveals that
Eq. (3.7.8) holds after about 80% conversion. More extensive experimental data
[24-27] do not, however, confirm Flory’s conclusions. It has been argued that
only a limited amount of adipic acid dissociates in ethylene glycol (0.390 moles
per mole ethylene glycol), and only this acid contributes to the catalysis in the
polymerization without strong acid. Hence, instead of Eq. (3.7.2), it has been
proposed that

d[COOH]

— ——"— = k,[COOH][OH]? 3.7.9
—— = k,[COOH][OH] (3.79)
Similarly, for acid-catalyzed polymerization, instead of Eq. (3.7.6),
d[COOH
— % = k’[COOHJ (3.7.10)
has been proposed. If adipic acid and ethylene glycol are fed at a molar ratio of
1:1, that is,
[OH],
— = 3.7.11
[COOH], (3.7.11)

then Egs. (3.7.9) and (3.7.10) can easily be integrated after using appropriate
stoichiometric relations between [-COOH] and [—-OH]. The fit of the experi-
mental results for both uncatalyzed and catalysed polymerisations to the theory is
shown in Figures 3.5 and 3.6, where straight-line plots are predicted theoretically
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and p is the conversion of [-COOH]. It is unfortunate that Eq. (3.7.10) shows k"
to depend not only on temperature but also on . A semiempirical method has

been suggested to account for this.
Commercially, the most common polyester in use is polyethylene tereph-
thalate (PET), which is prepared from dimethyl terephthalate (DMT),

O

0 _
1l I
CH;0C —@COCH,

in the following three stages [28—30]:

- 200
o]
- 150
=
i
Ik .}
o r=12 &
S [Cat] = 0.0116 =
2 H410 =
=
]
- 50
i 1 | | |
1] XKD 4K} 600 BOO 1H{N})

Time (min)

FIGURE 3.6 Uncatalyzed and catalysed polymerization of nonequimolar quantities of
adipic acid and ethylene glycol.

Copyright © 2003 Marcel Dekker, Inc.



Step-Growth Polymerization 129

1. Transesterification of DMT with ethylene glycol to produce bis-
hydroxyethyl terephthalate (BHET):

0 0
1l 11
OHCH,CH,OC —@COCH;CHEOH

at about 200°C and 1atm pressure with continuous removal of
methanol.

2. Polycondensation of BHET at 260-290°C at a vacuum of about
1 mm Hg, to remove the ethylene glycol produced.

3. Polymerization in the final stage, where special wiped film reactors are
used. Temperatures around 350°C and a vacuum of about 1 mm Hg are
maintained.

At the usual temperatures of the first and second stages of polymerization, there
are several side reactions that determine the final properties of the polyester.
Therefore, they cannot be ignored and must be accounted for in any realistic
analysis of reactors. The various reactions occurring in the transesterification
stage are summarized in Table 3.2. The only difference in the mechanism between
this stage and the polycondensation stage lies in the fact that, in the latter,
reactions (1) and (2) do not occur. In order to simulate the formation of PET in
commercial reactors, we need to rewrite the rate of polymerization first, which is
done as follows. A careful study of Table 3.2 reveals that the reaction mass
consists of linear polyester molecules having different chain lengths and
functional groups at chain ends. As a first approximation, we assume that a
given functional group reacts with a rate constant that is independent of the
chain length of the polymer molecule on which it is situated. As a result [e.g., in
Eq. (3) of Table 3.2], the rate of formation of Z would be k3[COOH]2—
I5[Z][G]/K. The analysis of the reactor can be performed only numerically in
view of the set of nonlinear differential equations for the balance of functional
groups.

Polyamides are formed by the polymerization of a diamine and a dicar-
boxylic acid and are commonly known as nylons. Among the various nylons,
nylon 66 and nylon 6 are commercially important polymers. It is shown here that
in these cases the application of the equal reactivity hypothesis is no more than an
approximation. Nylon 66 is prepared in two stages. In the first stage, the
monomers hexamethylene diamine [NH,—(CH,)—NH,] and adipic acid
[COOH—(CH,)—COOQOH)] are reacted to form hexamethylene adipamide (some-
times called nylon 66 salt). It is known that the amino and carboxylic groups
ionise in the molten state and the ionised species do not participate in the step-
growth polymerization [7,31-33]. In other words, the polymerization can be
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TABLE 3.2 Various Reactions of Functional Groups in the Transesterification Stage of

PET Formation from DMT

Main reactions

1. Ester interchange

ky
E,+G = E,+M
ki /K,y
3. Polycondensation
k}
2E, =2Z+G
k3/K3

2. Transesterification

ko
E,+E, =—=Z+M
/Ky

Important side reactions

4. Acetaldehyde formation
k.
E,—E.+A
6. Water formation

k-
E.+G =B, +W

kz/ll?
8
Ec+E, &—Z+M
kX/KS
Symbols
A = CH;CHO

G = OH—CH,CH,—OH

D = OHCH,CH,0CH,0H
0

E, = COCH-

O

O
COH

@éém

COCH>CH>OH

5. Diethylene glycol formation

k:
@ E,+G—>E,+D

k
(b) E, —> E, +E,
7. Vinyl group formation

kg
(a) Z—>E, +E,

k
() E, +E,—Z+A

(()(H CHa

Eg= @( OCH-CH>-OCH-CH,OH

M = CH,0H
W = H,0

I
@( OCH-CH-OC

@W

Source: Symbols were reprinted from Ref. 2 with the permission of Plenum Publishing Corporation.
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represented as follows:

—COO— —NH}

l T T l . (3.7.12)

—COO0IH +—NH, —.T*- —CONH— + H,0

Two equilibrium relations can be written after some manipulations:

NH7][-COO]

[—

K= NH,][-COO] (3.7.13a)
[—NH,][—COOH]
k, [~CONH—][H,0]

K= k_Z[ —NH,][—~COOH] (3.7.13b)

The ionisation constant K; depends upon the dielectric constant of the reaction
mass (and so, on the water concentration) because it involves ionised species. The
dielectric constant of the reaction mass is increased by the addition of water. As a
result, the concentration of the ionised species increases (due to shielding of
charges) and that of the product [-NH,][-COOH] reduces, thus lowering the
reaction rate in the forward direction. If one ignores the presence of the ionised
species [-NHJ] and [-COO~] and correlates the rate of reaction without
correcting for the decrease in the concentrations of —NH, and —COOH
groups, the effect is the lowering of the apparent rate constant k.

The ionisation constant K; cannot be measured experimentally since it is
not possible to measure concentrations of ionised species in the reaction mass.
Because of difficulties in experimentally distinguishing these species from the
molecular ones, the ionisation reactions in Eq. (3.7.12) are ignored and K is
calculated by considering the equilibrium of the amino—carboxylic reaction only.
This K would be some combination of K; and K ,; it is defined by the following
equation,

_ [~COOH], [-NH,],,
~ [-H,0][~CONH-],

where [-COOH],, [-NH,].q, and [-CONH—],, are the measured concentra-
tions of the species in the reaction mass at equilibrium.

Finally, the effect of pH on the yield of the polymer can be deduced as
follows. A high pH (low [H*]) would suppress the formation of [-COOH], with
[—NH,] being limited, and a low pH (high [H*]) would suppress the concentra-
tion of —NH,, with [-COOH] being limited, as seen from Eq. (3.7.12). There-
fore, there is an optimal pH when the product [-COOH][—NH,] is maximum and
the polymer yield measured by [-CONH—],, in the above equation is maximum.
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The monomer for nylon 6 is ¢-caprolactam (C,) and its polymerization is
much more complicated than the simple polyamidation reaction. Water is the
catalyst by which the caprolactam ring is opened to give aminocaproic acid, P;.
Aminocaproic acid can undergo addition as well as condensation reaction, as
follows [33,34]:

Ring opening

k
C, + H,0 — P, (3.7.14)
K
Polycondensation
k
P, +P, == P, +H,0 (3.7.15)
K
Polyaddition
k
C,+P, == P,., (3.7.16)

k

Industrially, caprolactam (C,) is almost always polymerised with a monofunc-
tional acid (denoted A;) so as to control the molecular weight of the final
polymer. These acid molecules can react with various polymer molecules P,, to
give higher oligomers (denoted A,), which are “capped” at one end. In addition
to these reactions, P, has been known to undergo cyclization reactions, and
higher cyclic oligomers so formed causes problems in the spinning of the nylon.
The complete polymerization mechanism is given in Table 3.3. Once again, as in
the case of PET formation, it is observed that many more reactions must be
incorporated in the kinetic scheme. The only way to analyze the reactor is to solve
for the MWD and calculate the various moments from these. It may be added that,
for nylon 6 polymerization, various rate constants in Table 3.3 are catalysed by
the acid end-group concentrations and are usually expressed as follows:
0 c

k; =k exp <— ]];:—'T> + k. exp <— 1%) [-COOH] (3.7.17)
The values of kj, ki, EY, and ES used in various simulation studies of nylon 6
have been reviewed and can be obtained from the literature [33,34].

Polyurethanes are polymers with characteristic linkage —NH—C O—O—
and are formed by the step-growth polymerization of a diol and a diisocyanate as
follows:

OCN—R—NCO + OH—R'—OH ——= (3.7.18)
Diisocyanate Mol
(||) Il
~+0—-C—NH—R—NHCOR'}-
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TABLE 3.3 The Kinetic Scheme for Nylon 6 Polymerization

1. Ring opening
ky
Cl + w (‘Pl

Ky

2. Polycondensation
2k, (n#m) or ky (n=m)

P, +P, Prim +W
2k,
Pl + l)n-%—m—l
2k,
Py+Poma
K, (n4-m even)
21)(ner)/Z
2K, (n+m odd)
2P(n+m—l)/2 + P(n+m—l)/2
3. Polyaddition
k3
P,+C, =—=P,,,, n=12,...
K
4. Reaction with monofunctional acid
kZ
P,+ A, ALy +W
ky
Pl + An+m71
k
PZ + An+m72
k
Py T A

Forward reaction: n,m=1,2,...
Reverse reaction: n+m=2,3,4,...

5. Ring opening of cyclic polymer
C,+W <i_‘j’ P, n=23,...
6. Polyadditio; of C,
P, +C. <i‘)—TPn+2§ n=12,...
g

7. Cyclization
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TABLE 3.3 (continued)

Symbols
O
W=Waler P, = H%NH—{(_‘.HE}S—(”_‘.JE()H
&
A= X—(‘(l%_NH_{CHg)ﬁh COOH (X is any unreaclive group)
f i
C,.= H—T—((T113]5—l~(T—NPI—((TP13)5 - (I.‘ (C) s the momomer}

0

Source: Symbols are reprinted from Ref. 2 with the permission of Plenum Publishing
Corporation.

with no condensation product formed. Industrially, the diisocyanates used are
either 2,4-toluene diisocyanate (TDI) or 4,4'-diphenyl methane diisocyanate
(MDI). The diols are polyester diols formed by the polymerization of adipic
acid (or phthalic anhydride) in the presence of an excess of ethylene glycol. The
formation of polyurethanes cannot be represented by the simple scheme of ARB
polymerization because (1) the reaction of a given isocyanate group (i.e., —NCO
group) does not follow second-order kinetics and (2) the ability of a —NCO
group to react depends to a large extent on the linkage of the other isocyanate
group.

In aromatic diisocyanates, such as toluene dissocyanate (TDI), one isocya-
nate group can modify the activity of the other, and the activity of both groups
can depend on the other substituents of the aromatic ring. For a mixture of 2,4 and
2,6 isomers of TDI (industrially, it is difficult to separate the two), 12 reactions
with primary and secondary 10H groups of the polyols have been identified. The
rate constants for these reactions have been measured experimentally and are
summarized in Table 3.4. Significant differences can be observed in the reactivity
of the two —NCO groups; the equal reactivity hypothesis is definitely not
followed. There have been several fundamental studies to model the unequal
reactivity of functional groups in urethane formation. It has been shown that such
reactivity has considerable influence on the polymer formed.

The usual ingredients for forming urethane polymers are a silicone
surfactant (sometimes called releasing agent), a flame retardant, a polyol, a
diisocyanate, and a suitable catalyst. Polyols used have alcoholic functional
groups and are rarely small molecules like ethylene glycol. The formation of the
polymer is usually fast, even without catalysts, but recent applications such as
reaction injection molding (RIM) require very fast reactions for which a catalyst
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TABLE 3.4 Rate Constants for Various Reactions of 2,4 and 2,6 Toluene Diisocyanates
with Polyols

10* &,
Reactions L equivalent™! ™!
Nature of OH Location of NCO 25°C 60°C
1 Primary hydroxyl Monomeric para 0.613 4.17
2 Monomeric ortho 0.230 1.67
3 Polymeric para 0.161 1.10
4 Polymeric ortho 0.0605 0.439
5 Secondary hydroxyl Monomeric para 0.204 1.67
6 Monomeric ortho 0.0273 0.333
7 Polymeric para 0.0538 0.439
8 Polymeric ortho 0.00717 0.0877
9 H of —NHCO— bond Monomeric para 0.00307 0.0208
10 Monomeric ortho 0.00409 0.00417
11 Polymeric para 0.000807 0.00548
12 Polymeric ortho 0.000108 0.00110

Source: Data from Refs. 35-37.

must be used. Examples of the latter are tertiaryamines such as triethylene
diamine and triethyl amine. In producing flexible foams, a blowing agent such as
water is used; on reaction with water, the isocyanate group produces carbon
dioxide as follows:

A NCO + H.0 = **NH, + CO» (3.7.19)

The carbon dioxide thus liberated initially leaves the reaction mass, but with the
progress of polymerization, the viscosity increases and the gas is trapped, giving a
cellular structure. Finally, the urethane formed is not necessarily linear, but
branches are generated through allophenate and biuret linkages:

nen B|ICONHWW‘
_ e NHCONCONH v
=0 : (3.7.201
w~NH
Allophenaie linkage Biuret linkage

The kinetics of the step-growth polymerization of formaldehyde with phenol,
urea, and melamine are even more complex [27]. Commercially available
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formaldehyde is sold as a 37% solution in water. The following represents the
equilibrium between formaldehyde and water:

0
I I3
HCH + H,0 ——= OH—CH,—OH (3.7.21)

Methylene glyeaol

and the equilibrium constant is such that, under normal operating conditions,
formaldehyde is present almost entirely as methylene glycol. Therefore, when the
formaldehyde solution undergoes step-growth polymerization, it exhibits a
functionality of 2. Phenol (OH—) reacts with formaldehyde at its two ortho
and one para positions, which means that it has a functionality of 3. Similarly,
urea

(0]

Il
NH,—C—NH,

has four reactive hydrogens and, hence, is tetrafunctional, and melamine, with
three NH, groups, is hexafunctional.

We have already observed that the polymerization of trifunctional
(and higher-functionality) monomers leads to branched polymers, which
ultimately form network molecules. The main commercial interest in the
polymers of phenol and melamine has been in producing molded objects
that exhibit high chemical and environmental resistance. These are network
polymers and are formed in two stages. In the first step, a prepolymer is
prepared that is, in the second step, cross-linked to the desired shape in a
mold in the presence of a suitable cross-linking agent. The urea formaldehyde
polymer has found extensive use in plywood industries; in its first stage, a
syrupy prepolymer is prepared that is cross-linked between the laminates of the
plywood.

Commercially, two grades of prepolymers (novolacs and resoles) are made
through the polymerization of phenol and formaldehyde. Novolacs are linear
polymer chains with little branching and are formed when the pH of the reaction
mass is low (2 to 3). Resole prepolymers are manufactured at high pH (9 to 11)
and are highly branched. The characteristics of the prepolymer formation are
complex; some of these are given in Table 3.5. The important feature of the
polymerization, as can be seen from the table, is the different reactivities of the
sites.

To model the prepolymer formation, the usual approach taken is to work in
terms of functional groups. These are defined as entities, the use of which
preserves the characteristics of the reaction steps leading to the formation of the
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TABLE 3.5 Polymerization Characteristics of Phenol, Urea, and Melamine with
Formaldehyde

Phenol 1. Trifunctional.
2. Ortho and para positions have different reactivities.
3. In acidic medium, novolacs (essentially linear polymers) are formed. In
basic medium, resoles (essentially branched polymers) are formed.

Urea 1. Tetrafunctional, but only three of its sites participate in polymerization.
2. Polymerization could be acid or base catalysed. The equilibrium constant
is independent of pH.
3 All sites have different reactivities.

Melamine 1. Hexafunctional.
2. Polymerization is reversible. The primary H’s react at different rates
compared to secondary ones.

polymer. For example, let us consider the formation of the urea formaldehyde
prepolymer. The chemical formula of urea is

(0]

Il
NH,—C—NH,

and experiments have shown that the hydrogens of the two amine groups combine
with the hydroxyl groups of the methylene glycol. Even though urea has four
reactive hydrogens, it has been shown that after three of its hydrogens have
reacted, the fourth one remains inert, as mentioned in Table 3.5. The four possible
functional groups A, B, C, and D are shown in Figure 3.7 and are obtained by
assuming bonds at the various reactive sites of the urea molecule. Subsequently,
we observe that methylene glycol molecule has two —OH groups and reacts in
two steps. When it reacts for the first time, it gives rise to —CH,OH groups that
can react further to give a —CH,— methylene bridge. In defining species A to D,
no distinction has been made as to whether the linkages at the reacted sites are a
—CH,— bond or —CH,OH groups.

Species A to D can be used to represent any polymer molecule. For
example,

CHL01
CHAOH=NH=CO—NH—C1>—NI I-(‘.()—#J—CI la—=N—C0—NIHA

CH;ON—N=CO—NH=CH,—NH—CO—NH

(3.7.22)
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can be represented by
C —TJ) —C
D—A

(3.7.23)

Instead of attempting to find the concentration of different isomers in a polymer,
we make an effort here to determine the conversion of urea and formaldehyde in
the reaction mass as a function of time. When polymerization is carried out for
some time, starting with a feed consisting of urea and formaldehyde, polymers of
various lengths and structures are formed. One plausible description of the
progress of reaction might be to follow the concentration of species A to D in
the reaction mass. The overall polymerization represented by the reaction of
functional groups can be written in terms of the following rate constants:

k; = Rate constant for the reaction of primary hydrogen of urea with the
OH groups

k, = Rate constant for the reaction of secondary or tertiary hydrogen of
urea with the OH group

ky = Rate constants for the reverse reaction occurring between a reacted
—CH,— bond (denoted Z) and a water molecule

It is now possible to write the polymerization of urea with formaldehyde as
follows. The forward reactions can be easily written in terms of A to D (the
formation of tetrasubstituted urea does not occur) as follows:

U+F % A+ CH,OH + H,0 (3.7.24)
U+ CH,0H -5 A + H,0 + Z (3.7.24b)
A+F 22 B4 CH,0H + H,0 (3.7.24¢)
A+ CH,0H -2 B+ H,0 + Z (3.7.24d)
A+F-% C 4 CH,0H + H,0 (3.7.24¢)
A+ CH,0H 25 C+ H,0 + 7 (3.7.24f)
C+F % D1 CH,OH + H,0 (3.7.24g)
C+CH,0H 3D +H,0+7 (3.7.24h)
B+ F -3 D 4 CH,0H + H,0 (3.7.24i)
B + CH,OH - D + H,0 + Z (3.7.24)

In writing these reactions, it has been assumed that the overall reactivity of a
given reaction is completely governed by the site involved. Therefore, when urea
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consisting of four hydrogens reacts with formaldehyde (or methylene glycol)
having two —OH groups, it forms species A, as in Eq. (3.7.22a), with the overall
reactivity 2 (4k,), or 8k;. The reactivity of other steps can be decided similarly.
Finally, because species D does not have any reactive site left, it is assumed no
longer to react.

Because in species A to D, the —CH,— bond and the CH,OH linkage have
not been distinguished, it is not possible to write the mechanism of the reverse
reaction exactly. In view of this problem, two extreme possibilities have been
proposed. In the first one (model I), the various linkages of species A to D have
all been assumed to be mainly CH,OH groups. In the second one (model II), the
linkage of species A to D have all been assumed to be mainly reacted —CH,—
bonds. It is assumed that model I is a better representation of the situation in the
initial phases of polymerization, whereas model II gives a better description in the
final stages of polymerization. The mechanism of polymerization for these two
models is as follows.

Reverse reaction for model I. All linkages are assumed to be reacted
—CH,OH groups.

A+ H,0 2% U 4 F—(CH,OH) (3.7.252)
B + H,0 25 A + F—(CH,OH) (3.7.25b)
C +H,0 2% A + F—(CH,0H) (3.7.25¢)
D + H,0 - B + F—(CH,OH) (3.7.25d)
D + H,0 2% C 4+ F—(CH,OH) (3.7.25¢)

In Eq. (3.7.25a), when species A reacts, U and F both are formed and a
CH,OH group simultaneously disappears.
Reverse reaction for model II. All linkages are assumed to be —CH,—.

A +H,0 -2 U + (CH,0H)—Z (3.7.26)
B + H,0 - A + (CH,0H) — Z (3.7.26b)
C+H,0 3 A +F 4 (CH,OH)—Z (3.7.26¢)
D + H,0 = B + F + (CH,0H)~Z (3.7.26d)
D + H,0 23 C + F + (CH,0H)~Z (3.7.26¢)

In Eq. (3.7.26a), when species A reacts, U and a CH,OH group is formed
and Z simultaneously disappears.
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3.8 CONCLUSION

In this chapter, we have presented the kinetics of reversible step-growth poly-
merization based on the equal reactivity hypothesis. We have found that the
polymerization consists of infinite elementary reactions that collapse into a single
one involving reaction between functional groups. This kinetic model has been
tested extensively against experimental data. It is found that in most of the
systems involving step-growth polymerization, there are either side reactions or
the equal reactivity hypothesis does not hold well. This chapter presents the
details of chemistry for some industrially important systems; motivated readers
are referred to advanced texts for mathematical simulations.

APPENDIX 3.1: THE SOLUTION OF MWD
THROUGH THE GENERATING FUNCTION
TECHNIQUE IN STEP-GROWTH POLYMERIZATION

The generating function, G(s, ¢), is defined as

o0

G(s,t) = > s"[P,] (A3.1.1)

n=1

where s is an arbitrary parameter whose value lies between 0 and 1. On
multiplying Eq. (3.3.5a) by s and (3.3.5b) by s” and adding the equations for
all values of n, we find that

0G(s, 1) n-1 %

o =k 2 PP, =2k 3 SR
— k,[W] g:l (n — 1)s"[P,] + 2k,[W] ;Z; s" i:é:rl [P,]
(A3.1.2)
The following can be derived from Eq. (A.3.1.1):
aGg D_ f s [P,] = z ns' (A3.1.3)

S0 F R+ ]+ P+ SR+ P )
_ o0 n—1 o0 (l —Sn)
B rg (Z s) Z (1 —s) Pl

sy —G

i —

(A3.14)
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On substituting Eqs. (A3.1.3) and (A3.1.4) into Eq. (2.5.3), we obtain a partial
differential equation governing the time variation of G:
G

2 /
E = kpG - 2kp;LOG + kp[W]

1—=s

—k’[W]{%(S;—G} (A3.1.5)

For arbitrary feed to batch or semibatch reactors, Eq. (A.3.1.5) has not yet been
solved analytically. If the step-growth polymerization is irreversible, &, in Eq.
(A3.1.1) is zero and the time variation of the moment-generating function, G(s, ¢),
is as follows [2,5]:

G

== k,G* — 2k,Giy (A3.1.6)

This has been solved in the literature by defining

_ G(s,1)
y= 7o (3.1.7)

and observing that, for irreversible polymerization,

di

7;’ = —k,§ (3.1.8a)
2

Y G kg (A3.1.8b)

From these, one obtains

 _y1—-y)

(A3.1.9)

For any arbitrary feed having a moment-generating function gy(s) at t = 0, Eq.
(A.3.1.9) can easily be integrated to yield

20(5)(49/8(1))

T =T da/ao Do)/ oD (A3.1.10
where g, (s) is the value of G for the feed and g,(1) is defined as

go(1) = lim go(s) (A3.1.11)
If the feed is a pure monomer at concentration [P, ], then

go(s) = [Pylos (A3.1.12a)

go(1) =[P], (A3.1.12b)
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Equation (A3.1.10) gives

. s{)»o/[Pl]O}Za
G0 =10 =0y /Pl
(o) g "
=[Pl 2 {[;0]} {1_MO]} Y

a=1 [[P1o [Py]o

On comparison of this result with Eq. (A3.1.1), the molecular-weight distribution
(MWD) is obtained as follows:

(A3.1.13)

[P,] = [P]o(1 —p)’p"" (A3.1.14a)
where
)\-0
p=1—[P] (A3.1.14b)
110

Here, p is the same as the conversion of functional groups defined in Eq. (3.4.2).

It is interesting to observe from these equations that the MWD of the
polymer formed in batch reactors using a pure monomer feed is a function of only
one variable (viz. the conversion, p of functional groups). Thus, an engineer has
only one design variable in his control and cannot choose p as well as the product
MWD independently.

The number-average and weight-average chain lengths, u, and u,,, respec-
tively, can be found if G(s, t) is known. We observe that

o0 o)
lin% G(s,t) =1lim Y s"[P,]= D[P, 1= 4 (A3.1.15)
S n=1 n=1
G
lim — =Y ns" '[P,]lo1 = 4 (A3.1.16)
s—1 0s =1
: 2 82G < n—2 1
hn} S 5z =Y nn—1Ds" [Pl =4 — 4 (A3.1.17)
§—> s—1 n=1

The second moment, 4,, is therefore given by the following:

& &G G
=Y P, =22 sl
2 n;l n [ n] 8S2 X as

(A3.1.18)
5= s=1

Using the expression for G(s, ¢) given in Eq. (A3.1.13), the number-average and
weight-average chain lengths, p,, and u,,, respectively, can be obtained as follows:

A1 [Pl 1
U L TR (A3.1.192)
i [Pl 1-p
o (PG/os?) + (3G /ds) 2w
Mo =7 =80 3G/ ds R ( )
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The polydispersity index (PDI), O can be derived as

o=M_14p (A3.1.20)

n

which implies that at 100% conversion (i.e., p = 1), the polydispersity index for
batch reactors with pure monomer feed attains a maximum value of 2.
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PROBLEMS

3.1. In Eq. (3.3.5), assuming the equal reactivity hypothesis, we derived the
MWD relations. Using these, derive the following generation relations for
A to Z4. You would require summations derived in Example 3.4.

»
% —0

Yoot + 5Ly - 1)

% = 6k,/ /1y + %k;; W(iy — 4)

‘%‘ = k(8,43 + 6/3) — %(9/15 — 1023 + ;)

3.2. Determine expressions for generation of 4, to 4, for the kinetic model of
Example 3.1. Also, for the kinetic model

ko1 = Ky
Kywn =2k, m#En,m#n=1,2
Kpmm =Ky,  m=2,3,...

Determine if the following generation relation for P,(n > 3) is valid

dPn n-1 X 00
&=t L PuPuy = 2Py + KW 5L B — K~ DWP,

Write the mole balances for P, and P, and determine the following

generation relation for A:
i _ _p (k — )P} — & Jd — k Jg + K\W(4, — o)
dt - P 1 p/+0 'p/0 74 ‘1 0

3.3. For A-R-B polymerization, we showed that complex polymerization can
be reduced to the reaction of functional groups. It can be shown that under
the equal reactivity hypothesis, even for polymerisations where several side
reactions are involved, this nature of step-growth polymerization is
preserved. For example, let us analyze the polymerization of dimethyl
terephthalate with ethylene glycol, which polymerizes according to the
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mechanism given in Table 3.2.

Derive the mole balance relation for each functional group for
semibatch reactors from which acetaldehyde, ethylene glycol, methanol,
and water are continuously flashing.

3.4. Polyesters undergo a redistribution reaction that involves an interaction of
reacted bonds of one molecule with the OH functional group of the other.
This can be schematically represented as

P,+P,—>P_ +P,,

where x can take on any value except x = x — y, when reactants and the
products become identical. We observe that P, is formed in two distinct
ways: (1) by a process of elimination in which a reacted bond of P, having
chain length greater than » undergoes a redistribution reaction such that
x —r =n and (2) by a process of combination in which a given molecule
P, having chain length less than x combines with a part of chain of the
other molecule such that y + » = n. If only the redistribution reaction is to
occur, the mole balance of species will be given by the following:

d o0 0 0
|:dPtl]:kr{_4[Pl] Z (m_ 1)[Pm]+4 Z [Pj] Z [Pm]}
m=2 Jj=1 m=2
d o0 0
pat A B LD SRR SER S TR oI LY
00 00 n—1 00
m=1 Jj=n+1 Jj=1 m=n—j+1

Show that the generation of 4; and 4, due to this reaction is zero, but that it
affects the second moment 4, considerably and its generation rate is given
by

1 dz

, 4 , ,
% di =404y — Ap) +421(Jy — Ay) + 3/10(233 =25+ 4y)

3.5. Sometimes, polyesterificaion of a monomer (P;) is carried out in the
presence of monofunctional compounds such as cetyl alcohol, ethyl
benzoate, or ethyl terephthalate. Let us denote these by MF,. As the
polymerization is carried out, the monomer molecules grow in size to give
P,. Large-chain monofunctional polymers MF, are formed when P, and
MF; interact. The overall polymerization can be expressed as follows:

P.+P —> P+ W
P, + MF, - MF,; + W
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Show that the mole balance relation can be derived as

Pr_ _4ip S P,k "fPP 26, W(n — 1)P
= — — n—
dt ‘v n = m 74 = rtn—r m n
00 00
4W S P, —2k,P, 3 MF, +2kW Y MF,
i=n+1 m=1 n+1
dMF 00 n—1
o t = —2k,MF, Y P;+2k, Y MF,P,_ . —2k,W(n— 1)MF,
i=1 m=1

o0
+2k,W > MF,, n>2
m=n+1
List your assumptions concerning the reactions of MF, and P,. Write the
mole balance relations for P; and MF, also.

3.6. We expect that the number of monofunctional molecules in Problem 3.5
does not change with time. This would mean that the zeroth moment of
monofunction molecules, /IMFO, must be constant. Show this, and then
derive the following zeroth, first, and second moment-generation relations
from the MWD of Problem 3.5:

donr
ZZOME _
dt
di bl / bl
al,;ﬁ = 2k, Ay Aomr — ka(AZMF — Aimp)
di ,
% = =2k, Aop/amr + 2k (Aopdomr + Zoplamr + 241pA1MF)
, , 1, .
— 2k, W(smr — Aomp) + gka(ZASMF = 32omF + Zvr)
dJ ,
70]) == 2kpi(2)P + 2ka(;“1P - ;L.OP)
— 2k 2omrAop + 2k W(AimE — Aomr)
dp _ _dilMF
dt dt
dl , .
721) = 4kp/ﬁ1> — 2k, W(A3p — 2gp) — 2k Zzp Aomir

2
+ gk;W(z%P — 3Zp + A1p)
1 ,
+ gkr/nW(WGMF — 3Jamr + Aimir)
3.7. Table 3.3 gives the general mechanism of nylon 6 polymerization. Let us

assume that reaction with monofunctional polymer and cyclization (i.e.,
steps 5, 6, and 7) do not occur. Derive the following mole balance relation
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P, species for batch reactors, assuming that there is no flashing of
condensation products.

dP 00 n—1
= 2P, Ptk 3 PP, — W - 1P,
m=1 m=1

o)
+2W 3 Py — kP, Cr+ k5P, Cy + KP,
m=1
— k3P,,n > 3
Write the mole balance for C;, P, and P,.

3.7. From the MWD relations derived in Problem 3.7, derive the following
moment-generation relations for nylon 6 polymerization in batch reactors:

dJ.

Tto = —ky )3 + KyW(A; — 29) + k,C;W — k| P,

dJ.

= RWC — KP4k A0Cy — K5 — Py)

d ko ]

_dtl =k WC, — kP, 42k, + ?Z(M — 43) + k5 C (4 + 244)

+k5(40 — 24, +P))

Note that we need to know Py, P,, and A5 in order to solve 4y, 4, and 4,.
However, we also note that the relation for P, involves P;, the one for A3
involves 44, and so on. This is known as the moment closure problem; it is
present in all reversible polymerization analyses. For nylon 6 polymeriza-
tion, we assume the following relations:

[P3] = [P,] = [Py]

o Al = )
SV
170

This equation is known as the Schultz—Zimm relation.
3.9. To recognize asymmetric functional groups in diisocyanates, we use the
notation A A,. If the diol is denoted by B,, the reaction with hydroxyl
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3.10.

groups (denoted by B) can be written as follows:

AA, + B *AA B
AA, + BB %A, AB
AAFEBE AAB
AA*+BE AAB

where Af and A% denote the polymer chain ends to distinguish monomeric
functional groups. Carry out the mole balance for each functional group for
batch reactors.

In order to produce flexible urethane foam, a blowing agent (e.g., water) is
added to the reaction mass, which reacts with isocyanate functional group,
giving CO, as follows:

The CO, first escapes the reaction mass, but, with progress of the reaction,

the viscosity increases and gas is trapped, giving cellular structure to the
polymer. The amine group produced earlier can react with NCO,

NCO + NH, — NHCONH

Water is represented, by CD and the reaction of CD can be written as
follows:

R,k

AA, 4+ CDR;, —— A,A,CD
R &

AIAZ + CDlez E— AIAZCD

R, &
A¥ +CDR;,—— A,CD

A$CDR, ——> A,CD
Rokikr
AA, +D—5AD
Af + D200, A D
RyR K

Af+ D,—>A,D
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The formation of allophanate (M) and biuret (G) linkages can be schema-
tically represented by the following:

R3kl

R3k2
AA, +E=S M+ *A,

Ry,
AA +F-S*A, +G

Ryk,
AA, +F-S*A, +G

R &F
A +F—G

R &
Af+FR]—G

Write down the mole balance for each species.

3.11. Write down the mole balance for functional groups in urea formaldehyde
polymerization for models I and II given in Egs. (3.7.24), (3.7.25), and
(3.7.26).

3.12. Melamine has the formula

NH,

NN

PPN

NI ONT NI,

and is therefore hexafunctional. Proceeding in the same way as for urea
formaldehyde, we can define 10 functional groups as in Problem 3.11.
What are these functional groups.

3.13. For the following unequal reactivities, write down the kinetic mechanism of
polymerization of melamine.

k; = Reaction between a CH,OH group and a primary hydrogen.

k, = Reaction between a CH,OH group and a secondary amide group.

ks = Reaction between two CH,OH groups giving a methylene
linkage (denoted by z) and a free-formaldehyde molecule.
(Note that this does not change the nature of functional groups.)

kj = Reaction involving a bond, Z, and a methylene glycol molecule.

ks = Reverse reaction involving a bond and a water molecule. Decide
the rate constants for each reaction step in terms of k; to ;.
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3.14.
3.15.

3.16.

3.17.

3.18.

3.19.

Propose models I and II as we did for the urea formaldehyde system.

Write down the mole balance for each species in Problem 3.13.

The epoxy prepolymer is prepared by step-growth polymerization of
epichlorohydrin with a diol (OH—R—OH), which is normally bisphenol-
A. After some time of polymerization, the reaction mass consists of the
following:

AA,L I]—{()R(](.‘I]3—%TI[—(7113]7()I{—()I1
On
AL I]J[()R—{)(‘II:—Ll.‘lI—(‘Ilgt()R()ClIQ—LII\I—XL.‘Ilg
ONn 0
b L1{3—/(1|—u|3~f0|{—0c112—c|11|—c}|2t0k—0cl|3—(‘[i7C'[[3
0 O11 0
It ClL—CH—CHCI
\‘()/ -

Write the mechanism that explains the formation of these molecules.
Model the reaction kinetics after considering the kind of functional
groups involved in the reaction.

For the mechanism developed in Problem 3.16, derive the mole balance for
the MWD and functional groups in batch reactors.

Consider a mixture in which two streams enter and the product is assumed
to be a homogeneous mixture of the two:

[P 13, [Pa]s... [P1ls, [P2]s...
o (D (3) 01
3 @ TQz
{m’/sec) (m>/sec)
[Pil2, [P2)2- ...

Develop a relation between the moment-generating functions G(s, f) at
points 1, 2, and 3.

Consider a batch reactor for carrying out irreversible step-growth poly-
merization described in Appendix 3.1. Let its feed consist of [P;], + [P,]y
instead of the pure monomer in Eq. (A3.1.12a). Find its MWD after
time .

Consider the multifunctional polymerization of RA, monomers in batch
reactors. The mole balance relations for various species are given by the
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following:
Py f o
= k 5[Pl] m; (mf +2 —2m)[P,,]
d[p,] _k = (n—mf+2—2n—m)

m=1

Derive generation relations for 4y, 4;, and 4,.
3.20. The analytical solution of the MWD in Problem 3.20 has also been derived
as

P,]  {n(f=D}f Pl = p D
P~ alin(f —2)+ 211"
when the pure monomer feed has been used and p, is the conversion of A
groups given by
]
! [Aly

Derive expressions for Ay, 4;, and 4,.
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Reaction Engineering of
Step-Growth Polymerization

4.1 INTRODUCTION [1,2]

Vessels in which polymerization is carried out are called reactors; they are
classified according to flow conditions existing in them. Batch reactors (schema-
tically shown in Fig. 4.1a) are those in which materials are charged initially and
polymerization is carried out to the desired time, which in turn, depends on the
properties of the material required. We have already observed that polymerization
is limited in batch reactors by equilibrium conversion. Because we wish to form
polymers of high molecular weights, we can overcome this limitation by applying
high vacuum to the reaction mass. On application of low pressures, the reaction
mass begins to boil and the condensation product is driven out of the reactor, as
shown in Figure 4.1b. Such batch reactors are called semibatch reactors.

Batch and semibatch reactors are ideal when the production rate of the
polymer needed is small. In larger-capacity plants, continuous reactors are
preferred. In these, the raw materials are pumped in continuously while the
products are removed at the other end. One example of these is a tubular reactor
(shown in Fig. 4.1c). It is like an ordinary tube into which material is pumped at
one end. Polymerization occurs in the tubular reactor, and the product stream
consists of the polymer along with the unreacted monomer. Sometimes, a stirred
vessel (shown in Fig. 4.1d) is employed instead of a tubular reactor. The
advantage of such a reactor is that the concentration and temperature variations

153
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Feed charged
atr=0

—— Product withdrawn
atr

(@) Batch reactors

(1) Condensation product
ﬂ withdrawn continuously

Feed charged —ﬁ
aty=10

——— Product withdrawn

at ¢
{£) Semibatch reactors
| iy 1]
Continuons S Continuous
feed product
| v 1

(e} Tubular reactors

Continuous —J
feed

c O = Conlinuous
product

(d) Homogeneous continuous-flow stirred-tank reactors

Condensation product

Continuous ﬁ
feed

[— Continuous
product

{e) Semicontinuons reactors

FIGURE 4.1 Some ideal reactors.

within it are removed due to vigorous stirring, making it possible to control
reactor conditions more easily.

It may be mentioned that batch, semibatch, tubular, and stirred-tank
reactors serve as mere idealizations of actual reactors. Consider, for example,
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the industrial VK. tube (Vereinfacht Kontinuierliches Rohr) reactor, which is used
for nylon 6 polymerization. Its schematic diagram is given in Figure 4.2a, in
which e-caprolactam monomer is mixed with water (serving as the ring opener)
and introduced as feed. In the top region, the temperature is about 220-270°C and
the reaction mass is vigorously boiling. The rising vapors produce intense
agitation of the reaction mass and ultimately condense in the reflux exchanger.
A small amount of e-caprolactam also evaporates in this section of the reactor and

lFecd CL + H;O

Stage {
Inerl gas ~=— {no water removal)
+
water |G
Stage [T
o000 ; o
{purging with inert gas)
00 O purging S
1Y
N Stage [T]
Tnert gas {no water removal)

{ar) A induostrial VK, column

Reflux condenser

;-I:I—— Water
1

Feed .t"_u s +F
¥ 1 I vl
HCSTR 1
T aF): Material of HCSTR 2
transterred to model
Fi of || Foa mixing
Fo Fat Material evaporated
HCSTR 2 in stages Land IT
f"z
PFR
£

(5) Reactor model of VK. columns

FIGURE 4.2 Schematic diagram of industrial nylon 6 reactors and reactor model.
(Reprinted from Ref. 1 with the permission of Plenum Publishing Corporation.)
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is recycled to the reactor, as shown. As the material moves downward, the reactor
pressure increases due to gravity and the boiling of the reaction mass stops. In the
second stage, most of the e-caprolactam is reacted, and, in order to push the
polymerization to high conversions, it is desired to remove the condensation
product (water) from the reaction mass. To facilitate this, the reaction mass is
purged with a suitable inert gas (say, nitrogen). In the third stage, the viscosity of
the reaction mass is very high and water cannot be removed by purging anymore.
Sufficient residence time is provided so as to achieve the desired molecular
weight of the polymer. Figure 4.1 shows simple reactors and Figure 4.2b models
complex reactors (e.g., VK. tubes for nylon 6) in terms of a combination of these.
Due to intense agitation existing in the first two stages, the entire V.K. column has
been viewed as a train of two homogeneous continuous-flow stirred-tank reactors
(HCSTRs) followed by a plug flow reactor.

From the example of the VK. tube for nylon 6, we observe that simple
reactors (Fig. 4.1) are building blocks of more complex ones. This chapter
focuses on analyzing simple reactors carrying step-growth polymerization.
Chapter 3 has already considered polymerization in the batch reactor. We first
study the performance of semibatch reactors and examine the effect of flashing of
the condensation product on it.

4.2 ANALYSIS OF SEMIBATCH REACTORS [1,3]

We have already observed in earlier chapters that engineering materials should
have a large average chain length. Suppose it is desired to have p, equal to 100,
which would imply a 99.9% conversion of functional groups. Step-growth
polymerization is limited by its equilibrium conversion, and there is a need to
push the reaction in the forward direction. This is done in industry by applying
high vacuum to the reaction mass, whereupon the reaction mass begins to boil
under the applied low pressure. We know that polymer chains have very low
vapor pressures and, under normal conditions of operation, they do not vaporize;
however, the monomer can. This clearly means that in the presence of flashing,
the concentration of any given species changes not only by polymerization but
also by change in volume ¥ of the reaction mass. We show the schematic diagram
of the semibatch reactor in Figure 4.3, and in the analysis presented here, we
consider the change in V' as an explicit variable. We assume that under the
existing reactor conditions, the condensation product W and the monomer P, can
flash out of the reactor. In all semibatch reactors, the monomer in the vapor phase
is condensed in a suitable separator and recycled because of its high cost. It is
assumed that the reactor is operating isothermally, at total pressure P;. The
volume of the liquid phase of the reactor, ¥, changes with time as flashing of W
and P; occurs. We account for this time dependence as follows. We define p, as
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the total moles of species (P,(n = 1,2) and w as total moles of W in the liquid
phase. The mole balance relations of these, on the dotted control volume shown
in Figure 4.3, are given by

@ _ _kpflopl - kl’,w(io —p1)

i v (4.2.1a)
n—1
dpn = [_ka n)“O + kp X:l PrPn—r
B o0
— kw(n — Dp, + 2k,w ; V7l n>2 (4.2.1b)
dw  kJd—kKw(i, — 4
w_ KAk = 4) 42.1¢)

dr 1%

where k, and k;, are the forward and reverse rate constants, respectively and /
and /A, the zeroth and first moments, which are defined as follows:

o= Pn (4.2.2a)
A=Y np, (4.2.2b)

The zeroth moment 4, gives the total moles of polymer at any time, whereas /,
gives the total count of repeat units, which can be shown to be time invariant.

]
! w. 0,
) W, P| : o
: i * : vacuum
! pump
I pi :
! 1
!
! !
| ba— Control
: Vapor | volume
: Py :

I
l Liquid !
l V. p, w, AU :
' I
I
| I

FIGURE 4.3 Schematic diagram of semibatch reactor with monomer and condensation
product evaporating.

Copyright © 2003 Marcel Dekker, Inc.



158 Chapter 4

Equations (4.2.1a) and (4.2.1b) are suitably added to determine the
generation relation of the zeroth moment A, and first moment 4, as

dlg kb = kyw(iy = 1)

_ 42.
d V (4.2.33)
d}vl

—0 42.3b
7 ( )

Equation (4.2.3b) implies that the first moment 4, is time invariant and its value
can be obtained from the feed conditions.

In order to solve for the molecular-weight distribution (MWD) of the
polymer, as given by Egs. (4.2.1) and (4.2.2), we must know the volume, V', of
the liquid phase of the reactor and the rate of vaporization, Q,,. The rate of change
of volume V is given by

v_ o0, (4.2.4)

dt
where v, is the molar volume of the condensation product W.

In this development, there are seven unknowns [p;, p,(n > 2), W, A, 4,,
V, and Q,], but we have only six ordinary differential equations [(4.2.1a)-
(4.2.1¢), (4.2.3a), (4.2.3b), and (4.2.4)] connecting them. Thus, one more
equation is required. This is found by using the appropriate vapor—liquid
equilibrium condition. Herein, to keep the mathematics simple, we assume the
simplest relation given by Raoult’s law.

4.2.1 Vapor-Liquid Equilibrium Governed by
Raoult’s Law

We assume that all the oligomers, p,, » > =2 are nonvolatile and that the
condensation product W and the monomer P, can vaporize. If P and Pgl are the
vapor pressures and x,, and x,,; are the mole fractions of W and P, respectively,
then the partial pressures are given by Raoult’s law as follows:

P, =Px, (4.2.52)
0
P, =P,x, (4.2.5b)
where
X,y = i (4.2.6a)
N +w

141

_ 4.2.6b
xPl /10 +w ( )

Copyright © 2003 Marcel Dekker, Inc.



Reaction Engineering of Step-Growth Polymerization 159

The total pressure P is then the sum of partial pressures; that is,

_ (PP + Piw)

P
r Ao +w

4.2.7)

4.2.2 Volume of Reaction Mass

The previous chapter shows that the MWD of the polymer obtained from batch
reactors is given by Flory’s distribution. Now, let us show that, in the presence of
flashing, the MWD is still given by a similar relation. Let us assume that the feed
to the semibatch reactor is pure monomer; that is, at = 0,

P1="Pios (4.2.8a)
pp=0 forn>2 (4.2.8b)

then
;L] = i]o = plO (4293)
400 = P10 (4.2.9b)

We propose that the MWD of the polymer is of the form

P =x(tp(0)"”! 4.2.10)

where x(¢) and y(¢) are independent of the chain length n. On direct substitution of
Eq. (4.2.10) into Eqgs. (4.2.1a) and (4.2.1Db), it is seen that the result satisfies the
mole balance relation, no matter what the concentration of W. It is thus seen that
the form of MWD remains unaffected by flashing. The x(¢) and y(f) terms in
Eq. (4.2.11), however, are now independent because of the invariance of

an:xfyzzo (4.2.11a)
YonP,=x(1-y) =4 (4.2.11b)
These give
2
ny=1- (4.3.12a)
10
ph
x(0) =~ (4.2.12b)
10

The addition of Egs. (4.2.1¢) and (4.2.3a) gives

d(w+ )

=— 4.2.13
= . (4.2.13)
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which, on substitution into Eq. (4.2.4), yields the following on integration:
V=V = —v,[(wy + 419) — (W + 29)] (4.2.14)

Herein, wj, is the moles of condensation product in the liquid phase having total
volume V|, at time ¢ = 0.

4.2.3 Performance of the Semibatch Reactors

We rewrite the vapor—liquid equilibrium in Eq. (4.2.7) as follows:
Pyl — P

_rh jala (4.2.15)

Pw - PT

However, Eq. (4.2.10) gives p, as x(¢), or A3/p, [see Eq. (4.2.12)], which on
substituting into Eq. (4.2.15), gives

P PO J(P° — Pp)ig
W[(PO > )zo] _B ) 02 4ydg — ayll (4.2.16a)
w1 Pro
where

PO

ay = ——t—— (4.2.16b
Py, — Pr)pio
0
Ppl

ar =———— 42160)
2 (PY, — Pr)pio (

Between Egs. (4.2.14) and (4.2.16), it is thus possible to explicitly relate V' to 4:

V =by+b i — b3 (4.2.17a)
where

bo = VO - UW(WO +p10) (4217b)

by =v,(a; +1) (4.2.17¢)

b2 = Uwaz (4217d)

We can now substitute Eq. (4.2.16a) for w and Eq. (4.2.17a) for V into Eq.
(4.2.3a) to obtain the following:

dy
dt

This can be integrated with the initial condition that A, at # = 0 is the same as
P1o and the final result can be derived as

A Ao —d Ao —d
A, In #) +4 ln( 0 1)—A 1n< 0 2>:t 4.2.19
! (/Loo ? oo — dy ’ oo — s ( )

(bo + by g — bydg) =2 = k2 + k(Ao — Aol ay 2o — ay0) (4.2.18)
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where
24 0.5
dl — &2 + (g2 g1g3) (42203)
2g
(24 0.5
2g
4, = Do (4.2.20c)
: dydyg, o
by + b,d, — b,d?
Ay =——— <71 (4.2.20d)
2 d\g\(d, — dy)
by +bydy — bydj
A, =2 —~"= =72 (4.2.20¢)
P gidy(d — dy)
g =k’ (4.2.20f)
g2 = k;, + /’{lok’éaz + k]éal (4220g)
g3 = k/pal;blo (4220}1)
When monomer P, has very low volatility and only water flashes,
then
Pri
=y . (I)’T =a ) (4.2.21b)
VO = bo 4+ bl/lO (4221C)
Equation (4.2.18) then becomes
di I ,
(by + bIAO)TtO = —k,5 + K)(Go0 — Zo)a; A (4.2.22)
which can be integrated to
A A ,
Ay 1“(« 0) - <—5> In[(g,40 — 83)/(g2400 — 83)] = 1 (4.2.23)
400 &
where
b
A, == (4.2.24a)
&
by + b
sy =0T 08 (4.2.24b)

83

Let us consider that some moles of monomer (say, p;,) are mixed with some
moles (say, w,) of condensation product before the mixture is charged to the
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reactor. As long as the constraint of vapor-liquid equilibrium [given in Eq.
(4.2.7)] is not satisfied, there is no flashing of W and P, and the system behaves
like a closed reactor. During polymerization, w increases and A, decreases, and
there is a time when the condensation product begins to evaporate. This time can
be determined as follows. We observe that there is no flashing for closed reactors,

0,=0 (4.2.25a)
and Egs. (4.2.13) and (4.2.14) reduce to
w4 Ay = pio + Wy (4.2.25D)
V=", (4.2.25¢)
Substituting these into Eq. (4.2.3a) gives

Yo ur

= _kp’lé + k,(wo + P10 — 20)(P1o — 4o) (4.2.26)

which can be easily integrated to give 4, from

ot
qi —exp <— 7) 4.2.27)
0 0
where
8 = (m? + dmgmy)'/? (4.2.28)

- 2m2/10 + m] — (3

— ket S 4.2.28b

4 2m2)v0 + my + 5 ( )
2 -0

g = Pt =0 (4.2.28¢)
2m2p]0 + m1 + 5

my = k(W + P10)P10 (4.2.28d)

ml = k;,(WO + 2p10) (42286)

my = (k, — k) (4.2.28f)

Two situations are possible, relating to whether the monomer is flashing or not.
When only W is evaporating, Eq. (4.2.21) holds for thermodynamic equilibrium
and the intersection point is given by

Wo + }"00

loh =
0 1+ a

(4.2.29)

where superscript ¢, stands for this evaporation condition (called case 1). This is
now substituted into either Eq. (4.2.27) or Eq. (4.2.24). When P, as well as W
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evaporates (case 2), Eq. (4.2.25) is used to eliminate w from Eq. (4.2.16a), and 4’
for this situation is determined from

[(a; + 1) — day(wy + Zg0)]'"
2(12

A = (4.2.30)

This is, once again, substituted into Eq. (4.2.19) to get the time of transition.

Example 4.1: ARB polymerization is being carried out in a semibatch reactor.
The feed is assumed to consist of 10 mol of monomer (w, = 0). At the reactor
temperature, let us assume that the reactor pressure is 5Smm Hg and the vapor
pressure of the condensation product is 38.483 mm Hg.

1. Determine the time of flashing.
Determine the values of 4, and w in the reactor at equilibrium and the
moles of w flashed.

3. Calculate time taken to reach 101% of the equilibrium 4,. Assume
k, =1 and k,(f) = 0.1.

Solution: In normal conditions, the number of moles of monomer evaporating is
usually small. If the evaporation of P, is small, a, ~ 0 and 4, at the transition is
calculated from Eq. (4.2.25). Once this is known, the time when the flashing starts
can be calculated from either Eq. (4.2.8) or (4.2.20).

The equilibrium in the presence of flashing is reached when d4,/dt = 0 or
—k, 25 + kyw(dyg — o) = 0

where w is governed by Eq. (4.2.16a). On eliminating w here, we get
—ky g + K,y Ageq (g — 49) = 0

which gives g, as

ak[gilo
%4 &+ ak)

Let us assume that the units of k, and k;, are liters moles per hour. Calculations
reveal that flashing starts at 0.015h and 4, at this transition point is 8.7 mol/L.
The equilibrium values of 4, and w are determined to be 0.1471 and 0.022 mol/L
and 101% of this 4, is 0.1486 mol/L. In order to reach this value, the time needed
is 16.62 h and the condensation product flashed is 8.5 mol.

Example 4.2: A mixture of monomer AR;B is polymerized by the step-growth
mechanism with a monofunction compound AR,B in a batch reactor. The

Copyright © 2003 Marcel Dekker, Inc.



164 Chapter 4
reaction mass consists of two molecules:
P, : A[BA], B
and
P,. = A[BA],_ ;X
Determine the MWD of the polymer formed in a batch reactor.

Solution: In reactor applications, recycling is common (see Problem 4.5) and
monofunctional compounds are added to control the molecular weight of the

formed polymer. The overall polymerization is assumed to be irreversible and can
be written as

2k,
P,+P,—P,.,
ky
Pm + Pn - sz
ky
Pm + an - P(m+n)x

The MWD relations for constant reactor volume can be written as

d[dI?] = —k,[P112p0 — ky[P1)sg
d[E;X] = —ky[P1.]4pg
d[dfzn] —k ";1 (PP, ] — [P, {22 + o}
d[dP:x] —k }:;1 [P, J[P,—] — &, [Pon]po
where
M:Eml
and
Ixo = i [P.]

n=1
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Let us define G = )_ s"[P,] and G, = )_ s"[P,,], and with the help of the MWD
relations, their time variation can be written as

dG , ,

0 —(22py + A0)G + G*

dG

d@x = _)”POGJC + G + Gx
where

0 = kyt.

These equations for s — 1 also yield

4 q
d_go = —/Zpo(Zpo + 240)

and

d)uxo _

do =0

that is, the monofunctional monomers grow in molecular weight but do not
increase (or decrease) in total number of moles.

In line with the procedure given in Eq. (A3.1.7), for the solution of these
equations, we define

_ G

Y= ko
and

_GX

yx_/'L_

x0
In terms of these,

F_ 20 T A _ -
A0~ Jp 90 12, do PV 1=y

and

Wy )
40 = Apo(y — Dy

These can be integrated to give

y Yo ‘Aot lor A W
— 0 0 Ox = 0 (1 _pA)
y=1 yy—1dg+ 4oy »o—1
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or
Wyo =D =y(y =D =py)
or
o —1=y(1 =p)} =yo(1 —py)
where
2o+ Aox
1-py = ot
00 — “ox
or
:yo(l —PA)
L =yop4
Similarly,
Ay, _ Yx
dy y
1 —
() -) -5
Yx0 Yo 1 —yyp4
or
_ ol =p4)
* 1 —pyyo

4.3 MWD OF ARB POLYMERIZATION IN
HOMOGENEOUS CONTINUOUS-FLOW
STIRRED-TANK REACTORS [4]

Chapter 3 derived the MWD of the polymer in batch reactors; Section 4.2 has
shown that the flashing of condensation product does not affect the distribution.
We have already observed that an HCSTR is a continuous reactor that is
employed when large throughputs are required.

The HCSTR shown in Figure 4.1d or 4.le is assumed to be operated
isothermally and under steady-state conditions. For a general feed, there could be
higher homologs in addition to the monomer and the product stream consists of
various homologs. In an HCSTR, the concentration of various species in the exit
stream is equal to the concentration inside the reactor because of its well-mixed
condition. As observed earlier, polymerization is, in general, reversible, and
depending on the reactor condition existing, the condensation product can flash.
In the following, we assume the polymerization to be reversible. The mole
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balance equations for various oligomers can be derived using the following
general relation:

d[species]
y——=
dt

where V' is the volume of the reactor and 7 is the rate of formation of the species
by chemical reaction. Using this equation, it is possible to derive the following
mole balance relations for all oligomers—assummg steady state and no change in

= (speciesin) — (speciesout) + V, =0 (4.3.1)

density:
[P\] - [Py 2[R, Vg + ky[W] i P] (4.3.22)
W = 2k [P, 1% + Kk, [W] j [P[P,—] = k(n — DIWIP,]
+2KW] l:% [P,], n=23,4 (4.3.2b)
[W] —0 Wl _ _% k22— KWy — o) (4.3.2¢)

Here, F,, is the rate of flashing of the condensation product from the HCSTR.
The parameter 0 is known as the reactor residence time and is equal to V/F,
where F is the volumetric flow rate of the feed. We have already shown that, for
batch reactors, the first moment, 4;, of the MWD is time invariant. It can similarly
be proved using Egs. (4.3.2a) and (4.3.2b) that the same is true for HCSTRs. This
fact means that

j'l,feed = ;“l,product = )‘10 (SaY) (433)
If we add Egs. (4.3.24a) and (4.3.2b) for all n, we get
1 00 00 s oo n—l1
5 (2:1 [Pn] - Z:l [Pn]0> = _2kp/L0 Z:I [Pn] + kp 2:2 Z:Z[Pr][Pnfr]
= —k,[W] Zz(n —DIP,]
+2k, W1 3> 3 [P]
n=2 i=n+1
or
i0_)"’0——k;erk’[W](; -y 4.3.4
0 = —Kplo » 10 — 4o) (4.3.4)

It can be seen that Egs. (4.3.2) representing the MWD are nonlinear, coupled
algebraic equations, which means that they must be solved simultaneously by trial
and error. This problem has been solved in the literature—it has been found that
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their numerical solution is usually slow and cumbersome. These can, however, be
decoupled as follows:
n—1

S [Pl=/g—[P,]— S [P] forn=1,23.... (4.3.5)

i=n+1 i=1

Substituting this result into Eqs. (4.3.2) yields the following:

[Pl]{é + 2k, 0 + 2k;,[W]} - % + 2K [ Wy (4.3.62)
1 9 / _ [PI]O / (=
[Pn] g + 2kp/L0 + kp[W](n - 1) - T + 2kp[W])‘0 + kp Z:l [Pr][Pnfr]

n—1
— 2k, [W] ; [P,] forn>2

(4.3.6b)

These equations are now in the decoupled form because [P,] can be precisely
calculated if [P,], [P,], ..., [P,_;] are known. A sequential computation of the
MWD starting from [P,] is possible now, provided the concentration of the
condensation product, [W], and 4, within the reactor are known. These are
determined as follows.

Let us first assume that the condensation product, W, is not flashing from
the reactor. This means that in Eq. (4.3.2¢), therefore, F,; is zero. On adding this
with Eq. (4.3.4), we obtain

oo + [Wlo = 2o +[W] (4.3.7)

This result is the same as Eq. (4.2.25b) and can be directly derived from the
stoichiometry of polymerization. If [W] is eliminated between Egs. (4.3.4) and
(4.3.7), we obtain a quadratic expression in A:

jy =21 & +4ezes (4.3.8)

2@1
where
e =k, —k, (4.3.92)
1
ez = _I:H + k;,(/llo + )VOO + W0:| (439b)
A
63 = % + kz/)(}voo + Wo) (439C)

However, if the condensation product is flashing, there will be a vapor—liquid
equilibrium within the reactor. For simplicity, it is assumed that the reaction mass
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is binary mixture consisting of polymer and condensation product. Their mole
fractions, x, and x,,, are given by

;\.0
_ 43.10
T e+ W] (4.3.102)
x,=1-x, (4.3.10b)

If Py is the reactor pressure and P* is the vapor pressure of W, then the Raoult’s
law (assuming the polymer cannot be in the vapor phase),

_b (W]

A, =t =—"T— 4.3.11
pPE o+ [W] ( )
From this, [W] can be solved in terms of A:
Aq . A

€q

In this relation 4., greater than or equal to unity implies that the vapor pressure of
W is less than the applied pressure, Py. This means that the condensation product
would not flash from the reactor, and 4, is given y Eq. (4.3.8). Otherwise, Eq.
(4.3.12) is used to eliminate [W] in Eq. (4.3.4), and 4, is solved. The moles of the
condensation product, F,,;, can be calculated from Eq. (4.3.2) as

Fy_ [WI=[W]

- = TO + kng - k;)[W]()qo — ) (4.3.13)

Consider the following computational scheme to find the MWD of the polymer
formed in HCSTRs. First, we find out whether the condensation product is
evaporating. If it is, [W] and 4, in the product stream are determined and F,, is
calculated using Eq. (4.3.14). However, if F), is zero or negative, there is no
flashing of the condensation product, and we evaluate 4, and [W] using Egs.
(4.3.8) and (4.3.7). Once these are known, the MWD is determined through
Eq. (4.3.6) by sequential computations.

4.4 ADVANCED STAGE OF POLYMERIZATION
[5-11]

In several cases (e.g., in the manufacture of polyethylene terephthalate), the
equilibrium constants of the reactions are such that one must remove the volatile
condensation products by application of a vacuum in order to obtain a polymer
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having long chain lengths. Because the desired degree of polymerization is about
100 for PET, the conversion of over 99% of the functional group must be attained.
Under such conditions, the viscosity of the reaction mass is very high and the
diffusivities of the volatile condensation product are very low. Special wiped-film
reactors operating under high vacuum are then required in order to increase the
surface area and reduce the resistance to diffusion. The analysis presented in this
section can be contrasted with that in Section 4.2, wherein the mass transfer
resistance was assumed to be negligible.

One design of a wiped-film reactor is shown schematically in Figure 4.4, in
which the reaction mass in the molten state flows downstream. The reactor is
partially full and a high vacuum is applied inside. Inside the reactor, there is a
rotating blade (not shown) that continually spreads the molten liquid as a thin film
on the reactor wall and, after a certain exposure time, another set of blades scrape
it off and mix it with the bulk of the liquid. It is expected that most of the
condensation product, W, is removed from the film because it is thin and its area
is large. If it is assumed that the material in the bulk is close to equilibrium
conditions, the W removed from the film would perturb this equilibrium and, on
mixing, the reaction in the bulk would be pushed in the forward direction. This
physical picture of the wiped-film reactor suggests that the polymerization in the
bulk is different from that occurring in the film. It is necessary that appropriate
balance equations for the bulk and the film be written and solved. The solution is
usually obtained numerically.

Film

W] = [W];

[P —=) = (P, +d[P,]

0 m¥s (W] —= = WI+dIW]| g mYs

=
=
=

It

X x+dy

FIGURE 4.4 Schematic diagram of a wiped-film reactor. (Reprinted from Ref. 1 with
the permission of Plenum Publishing Corporation.)
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Depending on the relative amount of material in the film compared with
that in the bulk, two models are possible for the wiped-film reactor. In one model,
it is assumed that the entire reaction mass is applied as a thin film and there is no
separate bulk phase present in Figure 4.4. This would mean that after some time
of exposure, the entire film is well mixed instantaneously and applied once again
with the help of the rotating blades. In the second model, it is assumed that the
relative amount of material in the film is negligible compared with that in
the bulk. Because the removal of condensation product in the film occurs by the
mechanism of diffusion in a stationary film, the governing transport equations in
the film are partial differential equations (see Appendix 4.1). On the other hand,
in the bulk, where there is chemical reaction along with axial transport, the
transport equations are ordinary differential equations. The performance of an
actual wiped-film reactor lies between these two limiting models. Fortunately, the
two limiting models give results that are not significantly different; thus, only one
of them (the latter), which is more realistic, is described.

A differential element of the reactor is considered as shown in Figure 4.4.
Mole balance equations on the condensation product W and the polymer
molecules P, are written as follows. The moles of W entering this element
per unit time are Q[W] and those leaving are Q([W]+ d[W]). Meanwhile,
r,A, dx mol/sec are produced by polymerization (it is assumed that poly-
merization occurs primarily in the bulk) and #»,,a, dx mol/sec are removed by
evaporation from this differential element (through the film). Thus,

—QdW]=r,d,dx —n,a,dx =0 4.4.1)

In Eq. (4.4.1), r,, is the molar rate of production of the condensation product in
the bulk, n,, is the time-average removal rate of W from the film at position x, and
a, is the film surface area per unit reactor length. The actual mechanism of mass
transfer in the film is extremely complex. Small bubbles are nucleated near the
drum surface within the film. As shown in Figure 4.5, there is a diffusion of W
into these, and the bubbles grow in size. For simple ARB reversible polymeriza-
tion, it is observed that every functional group reacted produces a molecule of W.
Hence, r,, can be written with the help of Eq. (2.4.4) as

[Wl(410 — 40)

ry = kp’“é - K (442)
where
k
K = —1/’ (4.4.3)
74

Ao 1s the feed concentration of total —A or —B groups (i.e., both reacted and
unreacted), so the term (4,, — 4,) is the concentration of the reacted —AB—
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FIGURE 4.5 Diffusion of condensation product, W, toward bubbles moving in the film.

groups. Similarly, it is possible to derive the mole balance equation for P, in the
bulk as

~Qd[P,| +rp Aydx =0, n=1,2,3 (4.4.4)

where rp s the rate of formation of P, in the bulk, given by

n—1
rP,, = _ka;LO[Pn] + kp ; [Pr][Pnfr] (445)

(- DIWIP,] - 2KW] S [P,

i=n+1

Equations (4.4.1) and (4.4.4) can be solved numerically using the Runge—Kutta
technique when #,, is known. In order to do so, the mass transfer problem in the
film is first solved. This is discussed in Appendix 4.1, where an analytical
solution is developed using a similarity transformation. From these results, it is
possible to prepare a computer program that gives n,,.

The numerical solution of wiped-film reactors has been obtained by several
researchers. It is well recognized that the most important parameter affecting the
reactor performance is the film surface area, a,, in Eq. (4.4.1). Qualitatively, a
large a, would give a higher rate of removal of the condensation product, which
would, in turn, push the polymerization in the forward direction. Results of
versus a, at the reactor outlet are given in Figure 4.6, which shows the increasing
trend. However, this increase in p, with a, does not occur for all values of a;
because, beyond a critical value, the rate of mass transfer of W is no longer
limiting, and the p, versus a, curve begins to flatten out where the polymer
formation is once again overall reaction controlled.
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FIGURE 4.6 Average chain length i, at the end of the reactor versus surface area, a, in
the film.

Example 4.3: Write material balance equations in terms of Eq. (4.1.6) and solve
for 4, at the interface.

Solution: The concentrations of [W] and 4, can be written as

[W] =[W]y = w,([W], — [Wly)
and
oy = ~b0 + 2oy (Aoe — 480)

where the subscript e denotes the equilibrium values. Then

oW ow (—y\ do
i (W], — [W]y) an (y) 70
n oy do

= (WL~ WD 5 50 %
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Similarly
ow 1 ow,
o . — [l 5
and
Pw 1 &w
— = =W — n
ayz ([ ]e [ ]O) 52 dy2
g _ 0oy dé digy

U
=- — Zoo) | 5 1 - =—-R,
o~ Ve 00)(5) an ot o) g ”

Note that the value of /y, of the interface cannot be time independent if w, at the
point is assumed to be fixed. Because the variation of 4, [i.e., Eq. A4.1.1b) is
governed by a partial differential equation which does not have any derivative
with respect to y, the time variation of 4%, at the interface is given by

di%,
dt

If [W], = 0, the above differential equation can be easily integrated as

=—R,l, —k, 25 + k(Ao — K)o

=0 =

I — ;“Oe
O 404,

The balance relation for the condensation product becomes

dwy do _ (D
dn do— \§?

2

dw,
)([We] - [W]O) + Iy

(W= Wh)(5) ar

4.5 CONCLUSION

This chapter has discussed the analysis of reactors for step-growth polymerization
assuming the equal reactivity hypothesis to be valid. Polymerization involves an
infinite set of elementary reactions; under the assumption of this hypothesis, the
polymerization can be equivalently represented by the reaction of functional
groups. The analysis of a batch (or tubular) reactor shows that the polymer
formed in the reactor cannot have a polydispersity index (PDI) greater than 2.
However, the PDI can be increased beyond this value if the polymer is recycled or
if an HCSTR is used for polymerization. A comparison of the kinetic model with
experimental data shows that the deviation between the two exists because of (1)
several side reactions that must be accounted for, (2) chain-length-dependent
reactivity, (3) unequal reactivity of various functional groups, or (4) complica-
tions caused by mass transfer effects.

Copyright © 2003 Marcel Dekker, Inc.



Reaction Engineering of Step-Growth Polymerization 175

In the final stages of polymerization, in fact, mass transfer of the
condensation product must always be considered. Commercially, the reaction is
then carried out in special wiped-film reactors. The final transport equations can
be numerically solved, and among the various reaction parameters, the film
surface area g, is found to be the most important. The average chain length, 4, at
the end of the reactor is found to increase with increasing a, up to some critical
value beyond which the overall polymerization becomes reaction controlled.

APPENDIX 4.1 SIMILARITY SOLUTION OF
STEP-GROWTH POLYMERIZATION
IN FILMS WITH FINITE MASS
TRANSFER [12]

In wiped-film reactors, thin films are generated in order to facilitate mass transfer
of the condensation product. Because the diameter of the drum in which the film
is generated is usually large, we can ignore its curvature, treating it approximately
as a flat film.

It may be observed that the flat films in commercial reactor operation are
normally heterogeneous in nature. This heterogeneity arises because of the way
the condensation product W travels from inside the film to the interface. Bubbles
of W are nucleated at the metallic wall of the reactor, and these slowly travel
toward the interface. W from the adjoining area diffuses to these, as shown in
Figure 4.5. The diffusion of W into a single bubble has been the subject of several
studies, but it is difficult to apply this concept to wiped-film reactors. This is
because we must know the size and the number density of these bubbles, which is
not easily amenable to either experimental measurements or theoretical calcula-
tions. In view of this difficulty, it would be erroneous to estimate the surface S per
unit area in Eq. (4.4.1) as the wall area as shown in Figure 4.3. In fact, the surface
per unit area has been treated as an adjustable parameter, assuming that the film is
homogeneous.

For a given level of vacuum applied, the interfacial concentration of W is
given by vapor—liquid equilibrium relationships. To keep the mathematics simple,
here we assume that [W]; is governed by Raoult’s law. It is further assumed that
polymer molecules cannot volatilize and, if the stationary film is treated as a flat
plate, the film equation at the axial position x will be given by

W] PIW] ) .

=D 5 ot kyix — ko — (W% — AW (A4.1.1a)
ai;)k *2 /()% *
W = —k()}vo + kp()“l() — O)W (A411b)
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In Eq. (A4.1.1), D* represents the diffusivity of the condensation product and /g
and A} are the zeroth and first moments, defined as

AF = i_o:l[Pn], AF = i_o:l n[P,] (A4.1.2)

Because the wall is impervious to w and AF and there is a vapor—liquid
equilibrium existing at the interface, it is possible to write the boundary
conditions for Eq. (A4.1.1) as follows:

awl W] Pr (A4.13)

W lymy, WI+ 250 P)

Becaue the entire film is initially at equilibrium, the initial conditions at # = 0 and
at all positions y are given by

W] =[WL, 4§ =45 (A4.1.4)

Note that 1§ represents the concentration of repeat units in the reaction mass and
is time and space invariant.

There is no analytical solution to Eq. (A4.1.1); it can only be solved
numerically. In these computations, it has been found that, for short times, the
film can always be divided into interfacial and bulk regions, as shown in Figure
4.7. The bulk region is the region where the diffusion of W has not had any effect.
The thickness of the interfacial region, J, can be numerically determined by
observing that the concentrations of W and polymer P have flat spatial profiles. In

Bulk Interfacial
region region

7

|

|
FIGURE 4.7 Schematic diagram shown the interfacial and bulk regions within the films.
(Reprinted from Ref. 11 with the permission of VCH Verlagsgesellschaft mbH.)
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general, the thickness of the interfacial region for W, ¢,,, and that for polymer P,
0,0, are expected to be different. However, computations have shown that they are
equal, as follows:

0, =0,=0  (say) (A4.1.5)

On application of vacuum in the gas phase, the interface concentrations of W and
P, [W], and A%, respectively, both change with time. However, due to thermo-
dynamic equilibrium, they are constrained to satisfy Eq. (A4.1.3). We now define
the following dimensionless variables:

[W] — [Wlo

W, =
Wl = W] , (A4.1.6)
Aoy = (4§ — A%0)(Ae — 4%0) andn = 5
Results for w as a function of 5 are shown in Figure 4.8; these have been

computed numerically according to Eq. (A4.1.6). Similar results are obtained for
Zoy- We find that the results are time invariant. For long times, the interfacial

6=<1.2

06 -
& =01 D=107*

a<1.2

0.4 - a 95
+ .7
® LD
g=25
02 A 40

< 100

0 I 1 | 1
¢ 0.2 0.4 0.6 0.8 1.0

n—

FIGURE 4.8 Similarity profile of condensation product, W, for different dimensionless
time 6. (Reprinted from Ref. 11 with the permission of VCH Verlagsgesellschaft.)
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region grows up to the wall, and after that, it becomes equal to the film thickness
Yo-

In most applications, the film thickness y, is large and the situation of the
growing interfacial region is more realistic. Based on the previous observations,
let us now develop an analytical expression for ¢ as a function of time and then
obtain an expression for the rate of removal of the condensation product.

A.4.1.1 Polynomial Approximation for w, and A,

The time invariance of w, and /, suggest a solution scheme for which the
following polynomial approximations are proposed:

Wn=a1177+alz’12+013’13 Ad1
_ 5 3 4 (A4.1.7)
Loy = Ay + Al + axn’ + ayn

These are chosen such that all boundary conditions on w, and 4, are rigorously
satisfied. At n =0,

, 04
w, = Aoy = 370 =0 (A4.1.8)
Atn =1,
gy gy
Wi’]:j‘Oﬂzl’ a’,] :WZO
On satisfaction of these boundary conditions, we have the following:
w, =31=3n*+n° and Zy, = 6y* —8y* + 3 (A4.1.9)

A.4.1.2 Governing Ordinary Differential
Equations for w, and A,

The time invariance of w, and 4, is exploited in rewriting the invariant, as shown
in Eq. (A4.1.1). When this is done, we find that ordinary differential equations
govern w, and 4,. These involve time variation of interface concentrations of

condensation product (= [W],) and polymer (—A4%,).
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To avoid giving excessive mathematical detail here, we refer interested
readers to the literature [12]. To give an outline, we define the following
dimensionless variables:

k D*
0=rki%t, p=-2L, D=
P k, k2t
[Wlo Wi, A A%
= )\‘ = s / =<
WO i?‘ ’ W@ iT ’ 0 /’Lik /L’OS /’{*

TABLE A4.1 Various Constants and Relations Governing Film Thickness

Constants arising from averaging of profiles:
oy =—3 o, =0.75 o, = 0.6

oy = —0.4536 oy = 2.4857 o5 = 0.25 (A1)
Time variation of zeroth moment, 4y, at the interface:
ay :PT/(P?V_PT)
B=k,/k,
a; = (1+ fa,)
b, = pa,, (A2)
¢ =(a;—b)
bidio
}uoo =
a; — ¢;exp(—b;0)

Film thickness as a function of J:
a= (-2 +0)+a,p(l —oy —a, +as)

b = of[Age(0n — az) — (1 — )] + Bw,(ory — 0tp) + 220,(0y — 014) (A3)
c= (a3)“06 - (xl)ﬁwe + a4;“(2)e

a, =2[a+ (1 +b)(1 —ay)a,l/os

by =2[b — bi(1 —ay)a,]/os

cy1 = 2c¢/us

A4
ag = aw(l + ﬁaw) ( )
by = —(1 + pa,)w, + pd’,

Cq1 = ﬁawwe
, a2 + byoo + ¢,
fl(’LO()):/1 {al 0;02 _’_bl Oﬂ? +cl |
0014412400 T Da1400 + Ca1 2 (AS)
1 [(aw)“ ) - we](2Dot /O( ) 5 do N
g1(4o0) = " 052 4 by oo + €an + £1(30)5”

) 2 )
Zo0(@41400) dlgg
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TABLE A4.1 (continued)

Solution of film thickness, J, in terms of Ag:

20
u = Aoy — Ao

n, )
=3 rud wheren, — oo
i=1
. 0. o Lm 0
Ay = Ay by — by + 2a,1 2405 Cuy = Ay g0 + byi 200 + Cny
. _ 0. _ 0 10
Qg = gy} bay = bgy + 3a, 200} Car = 3ag1 g0 + 2bg1 400 + Car
0
_ 03 02 2. _ 2Duya,, . _ 2Dagy(a,,Ago — W,)
dgn = ag1 400 + baioo + 14003 dp=—; ep=—""r—"
s *s
r=epn/dgp

ry = (dp — il — Cpl)/2dyy
r3 = —=[(byary + cpr) + (bgary + 2¢407)1/3dy,
Fp1 = —flap + (1 = aglriy + [0,y + (0 — Dbylri
+ e + negplr/I(n + Ddgl, i>3

Rate of evaporation of W at the interface:

d —
n =DM _3pte="

A6)
y y=0 6 (

The resultant ordinary differential equations involve interfacial concentrations A,
and w,, which are known precisely. When the assumed profiles of Eq. (A4.1.7)
are substituted in these equations, we obtain the film thickness ¢ as a function of
Ago and various parameters governing it. These all are given in Table A4.1.

Analytical solution of film thickness. The relation governing film thickness
(= 9) involves 6% and is a nonlinear first-order ordinary differential equation. The
following series solution can easily be developed:

0]

& =3 ri(hog — 400)

i=1

The coefficients 7; can easily be obtained by substituting into Eq. (A3) of Table
A4.1; these are given in Eq. (A6). Once ¢ is determined, the rate of removal of the
condensation product, #,,, can be evaluated from

n, = 3D(We - WO)/5
On request the authors can provide a computer program that can be copied

onto any personal computer. The program is efficient and always gives a
convergent solution.
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PROBLEMS

4.1. Analyze step-growth polymerization in a tubular reactor and develop

relations for the MWD. Carry out a suitable transformation to show that
the MWD has the same form as for batch reactors.

4.2. Suppose the vapor-liquid equilibrium in Section 4.2 is governed by the

following Flory—Huggins equations:

Pw = Pg/ad)qsw
_ po
PP1 _PP1a¢¢P1
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where 0,, and 0, are the volume fractions given by

wo,,
bo="7"
plvp
4)171 = Vl

and a, is the activity coefficient, which for a high-molecular-weight
polymer is

a, =exp(l + )

The term y is a constant and is normally known. Proceed as in the text and
develop the complete solution using the following steps:

(a) Develop an expression for J'; similar to Eqs. (4.2.14) and
(4.2.17).

(b) Find w similar to Eq. (4.3.15).

(c) Substitute this to get (dA,/dt) similar to Eq. (4.2.18).

4.3. In Problem 4.2, assume that P; does not flash. Now, solve the differential
equation governing /, [similar to Eq. (4.2.18)].

4.4 In Problem 4.3, find the transition time [as in Eq. (4.2.29)] from the closed
reactor operation to the semibatch reactor operation. Subsequently, develop
a similar program on your personal computer.

4.5. Assume irreversible step-growth polymerization in a tubular reactor with
recycle as follows:

Qg mi/s —e—=| Mixer w Tubular reactor —® = (). m¥fs

— @ ®
é FQy, m¥s

where F is the fraction recycled. Let us say that the feed consists of
monomer AR, B and monofunctional monomer AR, X in the ratio 1 : ». We
define conversion pj; of the B functional group as follows:

Y
A 5
pp=1-f)=1 ——)Pm

“Py

Find the total flow rate (m?®/sec), moles of B per second, moles of AR,X
per second, and concentrations 4gp and Zp_at the five points in the figure.
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4.6. Carry out the time-dependent mole balance of an irreversible step-growth
polymerization in HCSTRs. Derive the following MWD relations:

dC )
gle—cr—q%ﬁ
dC, 1 ,
e -C, + E‘L'* > C.C,_, — C lyt*
where
P
R
[P1lo
sot T
S V/0 0
o* = 2k [P ],

4.7. Under unsteady-state operation of an HCSTR in Problem 4.6, the following
two common initial conditions arise:

IC1: Att =0,
C,=0, n=1,2
IC2: At ¢t =0,

c, =1, C,=0, n=1,2

Derive the following general relation for Ao(= Y 7=, C;) and show that the
following is its solution:

da 1
7;): l —/10—5'5*22%
0 —11—e
/LO :Tm fOrICl
0 —11—(B/d)e 0"
Jo = - T forIC2
where
0 = (1+2t%)'/?
1-0
0=——
1+0
f— 1—0 +t*
140+
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4.8. Suppose the HCSTR of Problem 4.7 is operating at steady state. Show that
the entire MWD could be obtained successively. Through successive
elimination, the following solution has been derived in the literature:

(*/2)""!

n:gnw, n=1,2,...

where

g =1
n—1

& = Zl 88— Nn=2,3
Find g, up to n = 11. Note that g,, is independent of conditions existing in
the reactor.

4.9. For Problem 4.8, derive expressions for 4y, 4;, and 4,. Solve these for

the steady state and determine the following chain length (y,) and
weight-average (u,) molecular weights and the polydispersity index Q.

T*

s = Jar p 11
0=KW4r2+1-1)(1+1%

Note that O can take on any value in HCSTRs during irreversible
polymerization. It is not limited to a value of 2, as found for batch rreactors.

4.10. Design a computer program implementing Eqs. (4.3.5)—(4.3.13) for rever-
sible step-growth polymerization in HCSTRs. Using the program, evaluate
the entire MWD for given k,, k), and 0. From this MWD, evaluate 4, and
A, and show that the polydispersity index Q for reversible polymerization
does not increase forever, as predicted by Problem 4.9.

4.11. Consider the one-dimensional diffusion of condensation product through a
film described in Appendix 4.1. The MWD of the polymer would be given
by the following:

Hs =1+ 7%,

TRl rats k27 — o (AF — 23)[W]
a[P o]
[8;] = —2k,[P 1Ao* + 2k,[W] g[Pi]
8[P ] n—1
o= 2 [P1E + K, ; [PIP, ] — k\(n — D[WI[P,]

+2KWI S IPL, nz2
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Rewrite these partial differential equations using the following dimension-
less variables:

i N
Ly = j__ik’ 0= kp/hlt
[W] K
W = ;* ‘B = E
g
(P,] *
P = , D =—
" AF kp/ﬁX<

Also derive expressions for /, in Eq. (A4.1.1b) starting from these MWD
relations. Plausible initial and boundary conditions on the film are as
follows:

1. Bulk at equilibrium with reaction and diffusion at the interface
2. Reaction and diffusion in the entire film

Write these initial and boundary conditions mathematically.
4.12. Suppose that we propose that the solution of the MWD in the film is

P,(0,y) = X(0,»)Y(0,y)"""

Show that the MWD relations are satisfied by equations of Pb4.11. Also
suggest the simplest form of X(6, y) and Y (0, y). Also demonstrate that this
form is consistent with the equilibrium of polymerization. Try the form
given in Eq. (3.5.2) first.

4.13. The rate of evaporation, N,,, of condensation product at y = 0 in the film of
Figure 4.7 is given by

_ s R174
Nw=J —D —|,_,dt
—

Also note that the film at y =y, is impervious [i.e., (dw/dy),_, = 0]. If we
add a governing relation for 4, and w in Problem 4.11 and integrate with
respect to y, we can determine N,, as

1 (7 Yoo 9
N, = —J DWJ —(w+ Ay) dydt
frJo =0 Ot
1 o ,
— |l - 0 29,1
S Jy=0 )

Change the order of integrate first and then complete the above derivation.
4.14. Let us assume that the film is initially at equilibrium and that at y =0
(where vacuum has been applied), the concentration of condensation
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product is fixed at w,. We define the following variables:

wo— W_WO

y’_we_WO

. o~ 2o

O e — a0
n=-2
0(0)

where 0(0) is the thickness of the interfacial region (as shown in Fig. 4.7),
which is time dependent. Rewrite the balance relations for w and 4, in
Problem 4.13.

4.15. If we fix the concentration of the condensation product at w, in Problem
4.14, Ay, cannot be kept time invariant. At the interface, 4y, and w, satisfy
the following differential equation:

dig
do
Find the reason for this and integrate this equation.

4.16. An ARB monomer is distributed uniformly in the form of droplets in a
medium of high viscosity (such as an agar—agar solution). These droplets
would therefore be almost immobile. Assuming the droplets to be of
uniform size, obtain the rate of polymerization. If the polymerization is
carried out to complete conversion, the resultant polymer would be in the
form of beads.

4.17. In Example 3.2, the y, for 100% conversion is as follows:

— 250 + Pwo(1 = 2go)

_1+r_NA0+NBO
_l—I”_NAO—NBO

J at p=1

This equation will be valid if the two monomers, A and B, are completely
mixed and reacted to 100% conversion. Now, consider the flow reactor,

vy VB
e —————— (| e —

Polymer withdrawn

where v, and vy are the flow rates of the monomers (mol/sec) into the
reactor. Show that the molecular weight of the resultant polymer for 100%
conversion is given by

_ Uy + Up

"ovy— v
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4.18. In Problem 4.17, if the reactor size is such that it is not possible to obtain
100% conversion, find the u,.

4.19. Consider the condensation polymerization of two monomers A and B that
do not mix. In such cases, the monomers diffuse to the interface and
polymerize there. Find the molecular weight of the polymer in terms of the
diffusivities D, and Dy if the interfacial reaction rate is very rapid.

1
':.._53 ol EN ]
l
1

Cao
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Chain-Growth Polymerization

5.1 INTRODUCTION

In step-growth polymerization, reactive functional groups are situated on each of
the molecules, and growth of polymer chains occurs by the reaction between
these functional groups. Because each molecule has at least one functional group,
the reaction can occur between any two molecules. In chain-growth polymeriza-
tion, on the other hand, the monomer polymerizes in the presence of compounds
called initiators. The initiator continually generates growth centers in the reaction
mass, which add on monomer molecules rapidly. It is this sequential addition of
monomer molecules to growing centers that differentiates chain growth from
step-growth polymerization.

Growth centers can either be ionic (cationic or anionic), free radical, or
coordinational in nature—depending on the kind of initiator system used. Based
on the nature of the growth centers, chain-growth polymerization is further
classified as follows [1-3]:

Radical polymerization
Cationic polymerization
Anionic polymerization
Coordination or stereoregular polymerization

BN =

Initiators for radical polymerization generate free radicals in the reaction
mass. For example, in a solution of styrene and benzoyl peroxide, the latter

188
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dissociates on heating to benzoyloxy radicals, which combine with the styrene
monomer to give growth centers as follows:

0O 0O QO
I . 6l 100 C n .
Calls—C—0—0—C—Cplls —— 204l1s—0—0 (5.1.1a)
i i
Colls—C—0 + Cla=CIll — Cutls—C—0—CHL—ClII (5.1.1b)
9]

i .
Colls—C—O—ClHy—CH + Cllh=Cl1 —

{5.1.1c)
Crrowing chain

O
i .
Cells—C—0—|CH;—ClH| =7 CHCH

It is clear from Egs. (5.1.1) that there are two types of radicals in the reaction
mass:

1. Primary radicals which are generated by the initiator molecules
directly, for example,

0
Cells—C—0

2. Growing chain radicals; for example,

i
Colls—C—0—[CH— CH|;C1iCH

These are generated by the reaction between the primary radicals and the
monomer molecules. Growing-chain radicals continue to add monomer mole-
cules sequentially; this reaction is known as propagation. Reaction between a
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primary radical and a polymer radical or between two polymeric radicals would
make polymer radicals unreactive by destroying their radical nature. Such
reactions are called termination reactions. Thus, there are five kinds of species
in the reaction mass at any time: initiator molecules, monomer molecules,
primary radicals, growing-chain radicals, and terminated polymer molecules.

Cationic polymerization occurs in a similar manner, except for the fact that
the initiator system produces cations instead of free radicals. Any catalyst system
in cationic polymerization normally requires a cocatalyst. For example, protonic
acid initiators (or catalysts) such as sulfuric acid, perchloric acid, and trifluoro-
acetic acid require a cocatalyst (e.g., acetyl perchlorate or water). Together, the
two generate cations in the reaction mass. The reaction of boron trifluoride with
water as the cocatalyst and styrene as the monomer is an example:

BF, + H,0 = (BF,0H) H* (5.1.2a)

Cll-=CIl + (BI;011) [IT —= 13— CH —({BF;01N {5.1.2D)

0O

CH;—CIT — @101 + Clh=Cll —=

QO

CHy—CH—[CH>—CII], | —Cll—CI—(BF;011}

00 ©

The growth of the polymer chain occurs in such a way that the counterion
(sometimes called a gegen ion) is always in the proximity of the growth center.

Anionic polymerization is caused by compounds that give rise to anions in
the reaction mass. The compounds normally employed to initiate anionic
polymerization are Lewis bases (e.g., primary amines or phosphenes), alkali
metals (in the form of suspensions in hydrocarbons), or some organometallic

(5.1.2¢)
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compounds (e.g., butyl lithium). Sodium metal in the presence of naphthalene
polymerizes styrene according to the following scheme:

CH-=CII +Vd Llla—(I{ "Na’

—_—

(5.1.3b)

(Ila—(II Na ™ + Cll=(1n —

O (CH—Cl1),, —Clls—

As in cationic polymerization, there is a gegen ion in anionic polymerization, and
the nature of the gegen ion affects the growth of the polymer chains significantly.

Coordination or stereoregular polymerization is carried out in the presence
of special catalyst—cocatalyst systems, called Ziegler—Natta catalysts. The catalyst
system normally consists of halides of transition elements of groups IV to VIII
and alkyls or aryls of elements of groups I to IV. For example, a mixture of TiCl;
and AlEt; constitutes the Ziegler—Natta catalyst system for the polymerization of
propylene.

In all of the four classes of chain-reaction polymerization, the distinguish-
ing feature is the existence of the propagation step between the polymeric
growing center and the monomer molecule. This chapter discusses in detail the
kinetics of these different polymerizations and the differences between the four
modes of chain growth polymerization.

’Jl
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5.2 RADICAL POLYMERIZATION

In order to model radical polymerization kinetically, the various reactions—
initiation, propagation, and termination—must be understood.

5.2.1 |Initiation
By convention, the initiation step consists of two elementary reactions:

1. Primary radical generation, as in the production of

i
Colls—C—0F
in Egs. (5.1.1)
2. Combination of these primary radicals with a single monomer mole-
cule, as in the formation of

CotIzCOOCT—CH

The molecules of the initiator can generate radicals by a homolytic decomposition
of covalent bonds on absorption of energy, which can be in the form of heat, light,
or high-energy radiation, depending on the nature of the initiator employed.
Commercially, heat-sensitive initiators (e.g., azo or peroxide compounds) are
employed. Radicals can also be generated between a pair of compounds, called
redox initiators, one of which contains an unpaired electron. During the initiation,
the unpaired electron is transferred to the other compound (called the acceptor)
and the latter undergoes bond dissociation. An example of the redox initiator is a
ferrous salt with hydrogen peroxide:

Low temperature

Fe™* + H,0, OH™ + Fe™** 4+ 'OH (5.2.1)

This section focuses on heat-sensitive initiators, primarily because of their
overwhelming usage in industry. The homolytic decomposition of initiator
molecules can be represented schematically as follows:

k
I, — 21 (5.2.2)
where I, is the initiator molecule [benzoyl peroxide in Eq. (5.1.1a)] and I is the

primary radical [e.g.],

i
Colls—C—0
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/

in Eq. (5.1.1a)]. The rate of production of primary radicals, 7}, according to Eq.
(5.2.2), is

¥, = 2k[L,] (5.2.3)

where [I,] is the concentration of the initiator in the system at any time. The
primary radicals, I, combine with a monomer molecule, M, according to the
schematic reaction

k
[+M—P, (5.2.4)
where P, is the polymer chain radical having one monomeric unit [e.g.,

CelHlsCOOCH,—CII

in Eq. (5.1.1b)] and £, is the rate constant of this reaction. The rate of production,
7y, of the polymer radicals, P,, can be written as

r = ki [1][M] (5.2.5)

where [I] and [M] are the concentrations of the primary radical and the monomer
in the reaction mass, respectively.

Equations (5.2.2) and (5.2.4) imply that all the radicals generated by the
homolytic decomposition of initiator molecules, I,, are used in generating the
polymer chain radicals P,, and no primary radicals are wasted by any other
reaction. This is not true in practice, however, and an initiator efficiency is defined
to take care of the wastage of the primary radicals.

The initiator efficiency, f, is the fraction of the total primary radicals
produced by reaction (5.2.2) that are used to generate polymer radicals by
reaction (5.2.4). Thus, the rate of decomposition of initiator radicals is given by

r; = =2flq[15] (5.2.6)

Table 5.1 gives data on fk; for the two important initiators, benzoyl peroxide and
azobisdibutyronitrile, in various reaction media. If pure styrene is polymerized
with benzoyl peroxide, the value of fk; for styrene as the reaction medium must be
used to analyze the polymerization. However, if a solvent is also added to the
monomer (which is sometimes done for better temperature control), say, toluene
in styrene, it is necessary that the fk; corresponding to this reaction medium be
determined experimentally.

The effect of the reaction medium on the initiator efficiency as shown in
Table 5.1 has been explained in terms of the “cage theory.” After energy is
supplied to the initiator molecules, cleavage of a covalent bond occurs, as shown
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TABLE 5.1 Typical Rate Constants in Radical Polymerizations

Chapter 5

Initiation rate constants

Initiator Reaction medium Temp. (°C) flq (sec™!)
Benzoyl peroxide 70.0 1.18 x 1073
70.3 1.10 x 1073
61.0 2.58 x 107°
64.6 1.47 x 107°
56.4 3.8 x 1077
Polyvinyl chloride 64.6 6.3 x 1077
Azobisdibutyronitrile 69.5 3.78 x 1073
70.0 4.0 x 1073
50.0 2.79 x 107°
2-Ethyl hexylperoxy
dicarbonate“ (used for
polyvinyl chloride formation) 50.0 4049 x 10°
Initial rate constants %, and £,
k, x 1076
Monomer Temp. (°C) k, (L/mol sec) (L/mol sec)
Acrylic acid 25 13.0 0.018
(n-butyl ester) 35 14.5 0.018
Methacrylic acid 30 369.0 10.2
(n-butyl ester)
Styrene? 60 176.0 72.0
30 55.0 50.5
Vinyl acetate 25 1012.0 58.8
Vinyl chloride” 50 1717.9 1477.0
Vinylidene 35 36.8 1.80
chloride 25 8.6 0.175

in Eq. (5.2.2). According to this theory, the two dissociated fragments are
surrounded by the reaction mass, which forms a sort of cage around them. The
two fragments stay inside the cage for a finite amount of time, during which they
can recombine to give back the initiator molecule. Those fragments that do not
recombine diffuse, and the separated fragments are called primary radicals.
Various reactions can now occur: The primary radicals from different cages can
either recombine to give an initiator molecule or react with monomer molecules
to give P,. If the monomer molecule is very reactive, it can also react with a
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TABLE 5.1 (continued)

Transfer rate constants

(kyS/ky) x 10*

Transfer agent 60°C 100°C
Cyclohexane 0.024 0.16
Benzene 0.018 0.184
Toluene 0.125 0.65
Ethylbenzene 0.67 1.62
Iso-propylbenzene 0.82 2.00
Vinyl chloride? (in polymerization of vinyl chloride) 14.19 34.59

¢ Calculated from

kg = 1.5 x 101 exp(—14554/T)

k, =5 x 107 exp(—3320/T)

k, = 1.3 x 102 exp(—2190/T)

kypri /K, = 5.78 exp(—2768/T)

PVC prepared by suspension polymerization
> More comprehensive rate constants valid in the entire domain of polymerization of styrene and
methylmethacrylate are given in Tables 6.2 and 6.3. These are needed for detailed simulation of
reactors. Notice that they are conversion dependent.
Source: Ref. 4.

fragment inside a cage. The cage effect can therefore be represented schemati-
cally as follows:

= Cage formation recombination (5.2.7a)

= I+1 Diffusion out of cage (5.2.7b)
I+M — P, Formation of primary radicals with

monomer (5.2.7¢)

+M— P, +1 Reaction with cage (5.2.7d)

The characteristics of the reaction medium dictate how long the dissociated
fragments will stay inside the cage: the medium affects the first and second
reactions of Eq. (5.2.7) most significantly. It is therefore expected that, if all other
conditions are equal, a more viscous reaction mass will lead to a lower initiator
efficiency. This can be observed in Table 5.1 by comparing the values of fk; of
benzoyl peroxide in styrene and the more viscous polystyrene.

5.2.2 The Propagation Reaction

Polymer chain radicals having a single monomer unit, P, are generated by the
initiation reaction as previously discussed. The propagation reaction is defined as
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the addition of monomer molecules to the growing polymer radicals. The reaction
mass contains polymer radicals of all possible sizes; in general, a polymer radical
is denoted by P,, indicating that there are # monomeric units joined together by
covalent bonds in the chain radical. The propagation reaction can be written
schematically as follows:
Ky
P,+M —P,,, n=12 ... (5.2.8)
where k,, is the rate constant for the reaction between P, and a monomer
molecule. In general, the constant depends on the size of the chain radical. It is
not difficult to foresee the increasing mathematical complexity resulting from the
multiplicity of the rate constants. As a good first approximation, the principle of
equal reactivity is assumed to be valid, even in the case of polymer radicals,
which means that

ky =k = k3 =k, (5.2.9)

and Eq. (5.2.8) reduces to

K,
P,M—P, ., n=1, 23 .. (5.2.10)

We learned in Chapter 3 that the principle of “equal reactivity” holds well for
molecules having reactive functional groups. Even though the nature of the
growth centers is different in addition polymerization, segmental diffusion is
expected to play a similar role here, justifying the use of equal reactivity for these
cases also. The results derived using Eq. (5.2.10) explain experimental data very
well, further justifying its use.

5.2.3 Termination of Polymer Radicals

The termination reaction is the one in which polymer chain radicals are destroyed.
This can occur only when a polymer radical reacts with another polymer radical
or with a primary radical. The former is called mutual termination and the latter is
called primary termination. These reactions can be written as follows:

k,
P,+P, —M,,, (5.2.11a)
k/‘,[
P,+1—M,,, mn=1,2,3, ... (5.2.11b)
The term M,,,, signifies a dead polymer chain; that is, it cannot undergo any

further propagation reaction. In the case of mutual termination, the inactive
polymer chains can be formed either by combination or by disproportionation. In
combination termination, two chain radicals simply combine to give an inactive
chain, whereas in disproportionation, one chain radical gives up the electron to
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the other and both the chains thus become inactive. These two types of
termination can be symbolically written as

ke S
P,+P, —M,_ ., (combination) (5.2.12a)
P,+P, ﬁ) M,, + M, (disproportionation) (5.2.12b)

where M,, has the saturated chain end and represents the inactive polymer chain
to which the electron has been transferred; M,, represents the inactive chain with
an unsaturated chain end; k. is the termination rate constant for the combination
step, and k4 is the rate constant for the disproportionation step. Once again, the
principle of equal reactivity is assumed to be valid in writing Eq. (5.2.12).
Transfer agents (denoted S) are chemicals that can react with polymer
radicals, as a result of which S acquires the radical character and can add on the
monomer exactly as P;. The polymer radical thereby becomes a dead chain. The
transfer reaction can be represented by
kyS
PS— M, +P,, n>2

n

Similar reactions are found to occur quite commonly in radical polymerization
with monomer as well as initiator. These are written as follows:

ktr M

P,+M—%M, +P,

r M

Ky
P,+, — M, + P,

5.3 KINETIC MODEL OF RADICAL
POLYMERIZATION [5,6]

If the transfer reaction to the initiator and monomer is neglected, the overall
mechanism of polymerization can be expressed as follows:

Initiation

I, i>21 (5.3.1a)
T+M—sp, (5.3.1b)
Propagation

P, +M 5P, n=12,... (5.3.1¢)
Termination
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Chain transfer:

Ky
P,+S —>M,+P, (5.3.1d)
Combination:

le
P,+P, —M,, (5.3.1¢)
Disproportionation:
ke
P,+P, —>M +M, (5.3.1f)
The mole balance equations for batch reactors are written for the species L,, I, P,
P,, ..., P,, as follows:
d[L,]
th = —k[L,] (5.3.2)
d[I]
ar = 2fla[L,] — & [1][M] (5.3.3)
d[P,]
— = KalllM] — &, [Py JIM] + s (Zpo — [P ])S]

— (ke + ki) 2po[P1] (5.3.4)

d[P,]
5= b IMI{[P, 1] = [P,]} — ks[SIIP,]
— (ke + kg)Apo[P,]. n =2 (5.3.5)

where /p, is the total concentration of growing polymer radicals (=) - [P,])
and f is the initiator efficiency. Similar balance equations can be written for the
monomer and the dead polymer:

% = —k[1JM] — &,[M]/p, (5.3.6)
d n—1
i = halSIP + KalP i 3 ke S [P, ] (53.7)

Assuming that the quasi-steady-state approximation (QSSA) is valid, the concen-
tration of the intermediate species I can be found from Eq. (5.3.3):

_ 2fkL]
(1= W (5.3.8)
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Under QSSA, Egs. (5.3.4) and (5.3.5) are summed for different values of n to
obtain

d[A d X ,
el 3 1) = WIIIM] — 20k + ko = 0 (53.9)

In radical polymerization, the slowest reaction is the dissociation of initiator
molecules. As soon as a primary radical is produced, it is consumed by the
reactions of Eq. (5.3.1). Thus, the concentration of I is expected to be much less
than that of P; that is,

[M] 3> Apo > [1] (5.3.10)

To determine the rate of monomer consumption r, for radical polymerization,

observe that the monomer is consumed by the second and third reactions of Eq.
(5.3.1). Therefore,

Tp = _{kl (1M] + kp[M]iPO} (5.3.11)
From Eq. (5.3.10), this can be approximated as

r, 22—k, [Mlipg (5.3.12)

To find Ap, consider the following equation, where [1] in Eq. (5.3.9) is eliminated
using Eq. (5.3.8):

Apy = {f%?]}m (5.3.13)
The rate of propagation is thus given by

r, = kp{fk I]gﬂ}l/z[M] (5.3.14)
where

ky = ke + ki (5.3.15)

5.4 AVERAGE MOLECULAR WEIGHT IN RADICAL
POLYMERIZATION

The average molecular weight in radical polymerization can be found from the
kinetic model, Eq. (5.3.1), as follows. The kinetic chain length, v, is defined as
the average number of monomer molecules reacting with a polymer chain radical
during the latter’s entire lifetime. This will be the ratio between the rate of
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consumption of the monomer (i.e., r,) defined in Eq. (5.3.12) and the rate of
generation of polymer radicals,

y='2 (5.4.1)

T

where r; is the rate of initiation given by
r; = ki [1][M]

From the QSSA, the rate of initiation (r;) should be equal to the rate of
termination (r, = k, /). If transfer reactions are neglected,
v, kIMlpy Kk [M] Kk [M]

v:—p_ = p = 542
ro 2kdpy  2kieo 2k 42

Eliminating Ap, with the help of Eq. (5.3.14),
kM
2(1)""* 2k ok,

(5.4.3)

Equation (5.4.3) shows that the kinetic chain length decreases with increasing
initiator concentration. This result is expected, because an increase in [I,] would
lead to more chains being produced. The quantity that is really of interest is the
average chain length, p,, of the inactive polymers. Average chain length is
directly related to ¢; the former gives the average number of monomer molecules
per dead polymer chain, whereas ¢ gives the average number of monomer
molecules per growing polymer radical. To be able to find the exact relationships
between the two, the mechanism of termination must be carefully analyzed. If the
termination of polymer chain radicals occurs only by combination, each of the
dead chains consists of 2¢ monomer molecules. If termination occurs only by
disproportionation, each of the inactive polymer molecules consists of ¢ monomer
molecules; that is,

2v  when termination is by combination only
U, = {1 v  when termination is by disproportionation only (5.4.4)
ov  when there is mixed termination, 1 <o <2

As the initiator concentration is increased, the rate of polymerization increases
[Eq. (5.3.14)], but ¢ (and therefore u,,) decreases [Eq. (5.4.3)]. Therefore, control
of the initiator concentration is one way of influencing the molecular weight of
the polymer.

Another method of controlling the molecular weight of the polymer is by
use of a transfer agent. In the transfer reaction, the total number of chain radicals
in the reaction mass is not affected by Eq. (5.3.14). It therefore follows that the
presence of a transfer agent does not affect r,,. However, the kinetic chain length,
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¢, does change drastically depending on the value of k.S and [S]. Equation (5.4.2)
can easily be modified to account for the presence of transfer agents:

v = > (5.4.5)
26[PT + kys[P]S] o

or, taking the reciprocal,

l _ ktrS[S] + 2(ktfk])l/2 [12]1/2

vk IM] k, M]

(5.4.6)

Equation (5.4.6) predicts a decrease in y, with increasing concentration of the
transfer agent.

5.5 VERIFICATION OF THE KINETIC MODEL
AND THE GEL EFFECT IN RADICAL
POLYMERIZATION

To verify the kinetic model of radical polymerization presented in the last section,
the following assumptions must be confirmed:

1. 7, should be independent of time for a given [M] and [I,] to verify the
steady-state approximation.

2. r, should be first order with respect to monomer concentration.

3. r, should be proportional to [12]1/ % if the decomposition of the initiator

is first order.

The validity of the steady-state approximation has been shown to be
extremely good after about 1-3min from the start of the reaction [1,3]. The
polymerization of methyl methacrylate (MMA) has been carried out to high
conversions, and the plot of the percent polymerization versus time is displayed in
Figure 5.1 [2]. In Figure 5.2, the corresponding average chain length of the found
polymer is shown as a function of time [7—10]. The behavior observed in these
figures is found to be typical of vinyl monomers undergoing radical polymeriza-
tion. On integrating Eq. (5.3.14), we obtain for constant [I,]

1 12
—1In(1 —x) :kp<#) (L]t (5.5.1)
t
where the conversion x is defined as
(M], — [M]
= [OT] (5.5.2)
0

According to this equation, the plot relating the monomer conversion and time
should be exponential in nature and independent of [M],. Because [M], depends
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FIGURE 5.1 Polymerization of methyl methacrylate at 50°C with benzoyl peroxide
initiator at various monomer concentrations (benzene is the diluent). (From Schultz and
Harbart, Makromol. Chem., 1, 106 (1947) with permission from Huthig & Wepf Publish-

ers, Zug, Switzerland.)
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FIGURE 5.2 Experimental results on average molecular weight (measured using intrin-
sic viscosity) versus monomer conversion for the near-isothermal cases of Figure 5.9.
[1], = 25.8 mol/m?. Solid curves are model predictions. (Data from Refs. 7-10.)
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on the concentration of the solvent in the reaction mass, Eq. (5.5.2) implies that
the plot of conversion versus time should be independent of the solvent
concentration. In Figure 5.1, this is found to be so only in the early stages of
polymerization. The rate of consumption of the monomer, r,,, for conversion
close to zero (< 10%) has been plotted in Figures 5.3 and 5.4 for several cases,
and it is found to be consistent with Eq. (5.3.14).

The proportionality of g, to the kinetic chain length ¢ has also been tested
by various researchers of radical polymerization [2]. Equation (5.4.2) can be
combined with Eq. (5.4.4) to give

2 2

r,  k2M]
= = R li— 5-5.3
o=y = oot =a (5.5.3)

According to this equation, ! (at low conversion) should be proportional to Tp0
for constant monomer concentration. Figure 5.5 shows that this proportionality
[2,3] is followed extremely well for benzoyl peroxide and azobisdibutyronitrile
(AZDN) initiators with the methyl methacrylate monomer. The agreement is very
poor, however, for other systems, because a transfer reaction occurs between the

1.0

2
o
T

e
=9
¥
.

10747, /LMY

0.2 r

a I : I )
0 20 4.0 6.0 3.0 10.0

My, mol-s~!
FIGURE 5.3 Dependence of initial rates of polymerization on monomer concentration:

(1) MMA in benzene with benzoyl peroxide (BP) initiator at 50°C; (2) styrene in benzene
with benzoyl peroxide initiator at 60°C. (From Ref. 2.)
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FIGURE 5.4 Log-log plot of rf,o versus [L,], for constant [M] for styrene with benzoyl
peroxide initiator at 60°C. (Compiled from F. R. Mayo, R. A. Greg, and M. S. Matheson, J.
Am. Chem. Soc., 73, 1691 (1951).)

initiator and the polymer radicals. This process leads to a larger number of
inactive polymer chains than predicted by Eq. (5.5.3).

The decomposition of initiators invariably releases gaseous products; for
example, benzoyl peroxide liberates carbon dioxide, whereas AZDN liberates
nitrogen. In the polymerization of various monomers with benzoyl peroxide, the
initial rate of monomer consumption is found to be affected by shear rate [11,12].
Recent experiments have shown that 7, for acrylonitrile increases by as much as
400% in the presence of shear, as seen in Figure 5.6. This phenomenon has been
attributed to the mass transfer resistance to the removal of carbon dioxide from
the reaction mass [13,14]. It may be recognized that the usual geometry of
industrial reactors is either tubular or a stirred-tank type, wherein the shear rate
varies from point to point. This can profoundly affect the reaction rate; such

fundamental information is clearly essential to a rational design of polymerization
reactors.
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FIGURE 5.5 Average chain length (1/p,0) versus r,, at 60°C for methyl methacrylate
(shown by O) and styrene (shown by @) for initiators azobisdibutyronitrile (AZO) and
benzoyl peroxide (Bz,0,). Rates are varied by changing initiator concentration. Data for
styrene are calculated from 10%/u,, = 0.6 + 12.05 x 104rp0 + 4.64 x 108r§0 given in
Ref. 2.

The considerable increase in the rate of polymerization in Figure 5.1 and
the average chain length p, in Figure 5.2 is a phenomenon common to all
monomers undergoing radical polymerization. It is called the autoacceleration or
gel effect and has been the subject of several studies [15-27]. The gel effect has
been attributed to the fall in values of the rate constants k, and k, (as shown for
methyl methacrylate in Fig. 5.7) in the entire range of polymerization.

During the course of free-radical polymerization from bulk monomer to
complete or limiting conversion, the movement of polymer radicals toward each
other goes through several regimes of changes. To demonstrate, consider first a
solution consisting of dissolved, nonreacting polymer molecules. When the
solution is very dilute, the polymer molecules exist in a highly coiled state and
behave like hydrodynamic spheres. In this regime, polymer molecules can
undergo translational motion easily and the overall diffusion is completely
governed by polymer—solvent interactions. As the polymer concentration is
increased (beyond a critical concentration c*), the translational motion of a
molecule begins to be affected by the presence of other molecules. This effect,
absent earlier, constitutes the second regime. On increasing the concentration of
the polymer still further (say, beyond c**), in addition to the intermolecular
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FIGURE 5.6 Effect of shear rate § on the rate of solution polymerization of acrylonitrile.
Y =r,/[M][L,], and Y; is the value of Y in the absence of shear. (From Ref. 10.)

interactions in translational motion, polymer chains begin to impose topological
constraints upon the motion of surrounding molecules due to their long-chain
nature. In other words, polymer molecules become entangled; de Gennes has
modeled the motion of polymer chains in this regime through a “tube” defined by
the points of entanglement. A polymer molecule can move through this tube only
by a snakelike wriggling motion along its length; this mode of motion is
sometimes called reptation. Finally, at very high concentrations (say, beyond
c***), polymer chains begin to exert direct friction upon each other. The values of
c*, c**, and c*** have been found to depend on the molecular weight of the
polymer. These various regimes are shown schematically in Figure 5.8. As can be
seen, for extremely low molecular weights of the polymer, there may not be any
entanglement at all.

Demonstrating the correspondence between the polymer solvent system
just described and free-radical polymerization, research has shown that gelation
starts at the polymer concentration of c¢**. In fact, it has been shown that £,
changes continuously as the polymerization progresses, first increasing slightly
but subsequently reducing drastically at higher conversions [28].

One of the first models (based on this physical picture) was proposed by
Cardenas and O’Driscoll, in which two populations of radicals are assumed to
exist in the reaction mass [18]. The first are these that are physically entangled
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FIGURE 5.7 Bulk polymerization of MMA at 22.5°C with AZDN. The rate of initiation
is 8.36 x 107" mol/L sec. (From Ref. 23, with the permission of ACS, Washington)

(denoted P,,) and therefore have a lower termination rate constant, k,,, than that
(k,) of the second (denoted P,), which are unentangled. Whenever a polymer
radical grows in chain length beyond a critical value n,, it is assumed that it
becomes entangled and its termination rate constant falls from %, to k. If it is
assumed that the propagation rate constant, k,, is not affected at all, the overall
mechanism of radical polymerization can then be represented by the following:

Initiation
2k,
I, —2I (5.5.4a)
k
[+M —>P, (5.5.4b)
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FIGURE 5.8 Molecular-weight-concentration diagram illustrating the dynamic behavior
of a polymer—solvent system.

Propagation

P, +M iu)nﬂ (5.5.5a)
P,.+M =, Posiye (5.5.5b)
Termination

P, +P, — M, +M, (5.5.60)
P, +P. LN M, +M, (5.5.6b)
P + Py LN M, +M, (5.5.6¢)

where the reaction between the entangled and the unentangled radicals is assumed
to occur with rate constant k. lying between k, and k,,. It is possible to derive
expressions for r, and average molecular weight; their comparison with experi-
mental data has been shown to give an excellent fit.

More recently Gupta et al. have used the kinetic scheme shown in Egs.
(5.5.4)~(5.5.6) and modeled the effect of diffusional limitations on f, k,, and &,
[6-10]. Figures 5.2 and 5.9 show some experimental results on monomer
conversion and average molecular weight (as measured using intrinsic viscosities)
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FIGURE 5.9 Experimental monomer conversion histories for the bulk polymerization of
methyl methacrylate using AIBN, for two near-isothermal (NI) temperature histories.
[1], = 25.8 mol/m>. Solid curves are model predictions. (Data from Refs. 6-10.)

under near-isothermal conditions in a 1-L batch reactor. The agreement between
the theoretical predictions and experimental data is excellent. Similar agreement
between predictions and experimental results has been observed for MMA
polymerization with intermediate addition of a solution of initiator (AIBN) in
monomer.

Example 5.1: Retarders are molecules which can react with polymer radicals P,
as well as monomer M and slows down the overall rate as follows:

by
P, +Z 57,

kz,
Zp+M —>P,

and

kzs . .
Zy + Zr — Nonradical species

where Zp is a reacted radical and has lower reactivity and because
[Z] > [.ZR] > Apg, we neglect the reaction between Z; and P,. Determine r,
and y, in the presence of a retarder.
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Solution: Let us say the rate of initiation, r; = (fk;[L,]) is constant and the mole
balances of Ap, and Zy are (assuming QSSA)

dJ.
7}’0 =R, = kzlpolZ] + kz,[M][Z] = 0

and
dZ
P8 = ylZ] by 2] ~ 2k 2 = 0
These give /p, as
{R; + kZp(Ri/ZktZ)l/z[M]}
kzZ]

APO =

N\ 12
- (2)

The rate of polymerization, r,

Rp - kp [M];LPO

and the kinetic length, v, is given by
& Mgy + ky, [Zg]IM]
k| Z)ipg + Kz, Z)

5.6 EQUILIBRIUM OF RADICAL
POLYMERIZATION [29]

As for step-growth polymerization, the presentation of the kinetics of radical
polymerization must be followed by a description of its equilibrium. The Gibbs
free energy, G, for any system at temperature 7 is defined as H — TS, where H
and S are the enthalpy and entropy of the system, respectively. The change in
Gibbs free energy, AG,, for the formation of a polymer

nM — M, (5.6.1)

per monomeric unit, can be written as

1
AGp = Z Gpolymer - Gmonomer

1 1
= {;Hpolymer - I—Imonomer} -T {;Spolymer - Smonomer}

= AH, — TAS, (5.6.2)
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where AH,, and AS), are the enthalpy and entropy of polymerization per monomer
unit, respectively. There are four possibilities in Eq. (5.6.2):

AH, and AS,, are both negative.
AH,, is negative and AS, is positive.
AH,, is positive and AS,, is negative.
AH, and AS,, are both positive.

bl S

From thermodynamics, we know that a process occurs spontaneously only
when AG, is negative and, at equilibrium, AG,, is zero. In case 1, AG,, would be
negative below a certain temperature and positive above it. This implies that the
reaction would occur only below this temperature, which is called the ceiling
temperature. In case 2, AG, is always negative and, therefore, the polymerization
occurs at all temperatures. In case 3, AG), is always positive and therefore the
reaction does not go in the forward direction. In case 4, the reaction would occur
only when the temperature of the reaction is above a certain value, called the floor
temperature.

Almost all radical polymerizations are exothermic in nature. Polymerization
is the process of joining monomer molecules by covalent bonds, which might be
compared to the threading of beads into a necklace. The final state is more
ordered and, consequently, has a lower entropy. Thus, AS), is always negative. The
reaction of small molecules differs from polymerization reactions in that the AS
of the former is invariably negligibly small. However, AS is normally a large
negative quantity for polymerization and it cannot be neglected. Therefore, most
of the monomers undergoing radical polymerization correspond to case 1 and
have a ceiling temperature 7. At this temperature, the monomer and the polymer
are in equilibrium:

AG,=0 atT, (5.6.3)

From Eq. (5.6.2), it follows that

AH, = T,AS, (5.6.4)
or
T AHP 5.6.5

It may be pointed out that, in general, AS, is a function of the monomer
concentration in the system, so the ceiling temperature (or the equilibrium
temperature) also depends on the monomer concentration. This dependence is
written as

AS, = AS; + R In[M] (5.6.6)
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where AS; is the entropy change when the polymerization is carried out at the
standard state. The standard state of a liquid monomer is defined as that at which
the monomer concentration is 1 M at the temperature and pressure of polymer-
ization. The standard state for other phases is as conventionally defined in
classical thermodynamics. Equation (5.6.5) is now rewritten as

AH,

r,=— 7 6.
¢~ R In[M] + AS} (5.6.7)

where AH,, is the same as AHP from its definition. If [M], is the concentration of

the monomer at equilibrium, then
AH; AS;
M], =2 -2 (5.6.8)
RT, R

The data on 7, for several polymerizations are given in the literature for
[M], = IM. For example, AH (in kcal/mol), AS (cal/molK), and 7, (K at
[M], = 1M) for styrene—polystyrene are —16.7, —25, and 670; for ethylene—
polyethylene, they are —25.5, —41.5, and 615; and for «-methyl styrene, they are
—8.4, —27.5, and 550, respectively [4].

Equation (5.6.8) represents a very important result in that it has an extra,
non-negligible term, AS, /R, which is not present in the corresponding reaction of
small molecules. From this equation, we can find the equilibrium monomer
concentration at the temperature at which the polymerization is being carried out.
It turns out that the equilibrium concentration of monomer is very low at normal
temperatures of polymerization that are far below 7. For example, for styrene at
60°C, [M], is obtained using values of AH, and AS, found in Ref. 4 (for liquid
styrene and solid amorphous polystyrene) as

_ 16,700 n 25
1.987 x 333~ 1.987

M], = exp< ) =3.7 x 107° mol/L (5.6.9)
It is thus seen that at 60°C, the equilibrium conversion of styrene is close to
100%. In the practical range (25-100°C) of temperatures used, similar computa-
tions show that [M], is close to 0% for most other systems. However, experi-
mental data of Figures 5.7 and 5.9 show that the terminal monomer conversion is
close to 90%, which is far less than values predicted by Eq. (5.6.8). Thus, it is
usually not necessary to incorporate reverse reactions in the kinetic mechanism
for chain-reaction polymerization.

It has already been observed that there is considerable change in physical
properties of the reaction mass as the liquid (or gaseous) monomer is polymerized
to the solid polymer. If the temperature of polymerization, 7, is greater than the
glass transition temperature of the solid polymer (7,), the terminal conversion is
the same as that given by Eq. (5.6.8) [22]. If the temperature of polymerization is
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less than the glass transition temperature of the solid polymer, the terminal
conversion of the monomer is governed by physical factors. When a solvent is
mixed with an amorphous polymer, the glass transition temperature of this
mixture is known to decrease. It has been demonstrated experimentally that
polymerization stops at the moment when the glass transition temperature of the
reaction mass is equal to the polymerization temperature. The reaction stops
because, at this temperature, molecular motions stop in the matrix of the reaction
mass.

Example 5.2: Suppose that there is free-radical equilibrium polymerization with
termination by disproportionation alone.

kq ky
K, ky
ky kl
K, ky
k, k
P,+Mz—P,,; n>1 K =2
ky ky
ki kg
Pyt Py 2 M, + M, momz 1 Ky =1
Ky td

Establish the molecular-weight distribution (MWD) of P, and M,, under equili-
brium and determine the first three moments of these MWDs.

Solution: From the equilibrium of termination step, one has

Mn;“MO - kthn;LPO =0 (1)

The mole balance relations for polymers and radicals under equilibrium are

dl
- 2¢k[1,] — ki [1IM] + &, [P,] = 0
d[P
A _ kv — ey — & vtey )+ P)
— kialP112pg + kg[M;1ipgg = 0
d[P
Dal VIR, 1~ 1P, &, VIR, 4 P, ]

— kalP,)po + kg[P 1] =0, n>2
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With the help of Eq. (1), one has

[P2] — &, [Py] + —[I][M] ]];[ 11=0 2)
[Py1] = k,M[P ] [P,]+&,M[P,_]=0 (©)

Eq. (3) is an index equation satisfied by
[P,] = (K,[MD[P, 1] = (K,[M)""'[P,]

which is the MWD of polymer radicals. The first three moments are easily
obtained by directly summing the geometric senes as

[P,]
o0 =72 K,M]
_ Py
-k MP
[P+ K, M)
2 a-k M)y

Equation (1) gives

AMO = thlpo
iMl = thipoipl

and
Az = KiaZpo 72
From these, one can determine the member and weight average molecular weights

)\,Ml _ 1
Ao 1 —K,[M]

n =

and
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5.7 TEMPERATURE EFFECTS IN RADICAL
POLYMERIZATION

In the initial stages of polymerization, the temperature dependence of the rate
constants in Eq. (5.3.14) can be expressed through the Arrhenius law:

kl == kIOe_EI/RT (5.7.13)
k, = ke "/ (5.7.1b)
k, = ke /8T (5.7.1c)

This representation is completely parallel to the temperature dependence of rate
constants for reactions of small molecules. £, E,, and E, are, therefore, the
activation energies for initiation, propagation, and termination reactions, respec-
tively. The values are tabulated extensively in the Polymer Handbook [4]. The
temperature dependence of 7, and p, can be easily found by substituting Eq.
(5.7.1) in Egs. (5.3.14) and (5.4.4) to get

1/2

k ok, E, —0.5E, 4+ 0.5E
_ Kpofyg 172 P ' I
= 1 M — 5.7.2
rp 2k,10/2 (f[ 2]) [ ] eXp < RT ) ( )
k E —0.5E, —0.5E
0 p t I
=0—5r =75 573
Hy O‘zkllo/zktl/z exp( RT ) ( )

The activation energies are such that the overall polymerization for thermally
dissociating initiators is exothermic (i.e., E, —0.5E, +0.5E;) is normally
positive, so the rate increases with temperature. On the other hand,
E, —0.5E, — 0.5E; is usually negative for such cases and i, decreases with
increasing temperature.

After the gel point sets in, the temperature dependence of &, and £, is as
follows [14]:

! = L ;“mO
k ko 0 exp{2.303¢,, /[A(T) + B, 1} (5.7.4a)
i = L /lmO
k,  ky 0 exp{2.303¢,,/[A(T) + B¢,,1} (5.7.4b)
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where
b = 11;; (5.7.52)
0, =0, exp (%) (5.7.5b)
0, = {07[L])} exp (%) (5.7.5¢)
A(T) = C, — C(T — T,) (5.7.5d)

The terms Eg, and Ej, are parameters to be determined from the data on gel
effect.

5.8 IONIC POLYMERIZATION

As discussed earlier, ionic polymerization can be categorized according to the
nature of the growing polymer centers, which yields the classifications cationic
polymerization and anionic polymerization

5.8.1 Cationic Polymerization

The growth center in this class of ionic polymerizations is cationic in nature. The
polymer cation adds on the monomer molecules to it sequentially, just as the
polymer radical adds on the monomer in radical polymerization. The initiation of
the polymerization is accomplished by catalysts that are proton donors (e.g.,
protonic acids such as H,SO,). The monomer molecules act like electron donors
and react with the catalyst, giving rise to polymer ions. The successive addition of
the monomer to the polymer ion is the propagation reaction. These two
elementary reactions are expressed schematically as follows:

Initiation
~ .
=EC A AX — A—L|.—% X {(5.8.1a)

Propagation

|
MG e
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The presence of the gegen ion in the vicinity of the growing center differentiates
cationic from radical polymerization. Other common reactions in cationic
polymerization include the following.

Transfer reactions. The positive charge of polymer ions is transferred to
other molecules in the reaction mass. These could be
impurity molecules or monomer molecules them-
selves. Because of these reactions, the resulting
polymer has a lower molecular weight. As in the
case of radical polymerization, the transfer reactions
do not affect the overall reaction rate.

Chain termination. No mutual termination occurs in cationic polymer-
ization because of the repulsion between the like
charges on the two polymer ions—a phenomenon
absent in radical polymerization. However, the
neutralization of the polymer ion can occur by the
abstraction of a proton from the polymer ion by the
gegen ion, as follows:

A(—l‘—if),,-—l‘—i"x —_— ;’\(-i‘—l‘},,——i‘:l‘ + HX (5.8.2)
I o

Such neutralization can also occur by molecules of impurities present in the

reaction mass.

The true initiating species is AT X~ (not AX), as shown in Eq. (5.8.1a). The
neutral catalyst molecules must, therefore, ionize in the reaction mass before the
polymer ion is formed. This implies that the initiation reaction is a two-step
process:

k;
AX —— ATX™

A

NI I .
A= mAX A (I L|)\ (5.8.3)

Either of these steps could have a lower rate of reaction and thus be the rate-
determining step. If ionization is the slower of the two steps, the rate of initiation
is given as

v, = kL] (5.8.4)

where [I, is the concentration of AX and £; is the ionization rate constant. If the
formation of the carbonium ion is the slower step, then 7; is

ri = k[1][M] (5.8.5)
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Once again, the equal reactivity hypothesis is assumed and the kinetic model is
expressed as follows:

Initiation
k;
AX —— ATX™ (5.8.6a)
k
ATX"+M —5P (5.8.6b)
Propagation
kp
M+P——P (5.8.6¢)
Termination
k;
P— M, +HX (5.8.6d)

Transfer to monomer

Knm

P+M—M,;+P (5.8.6¢)
The rate of consumption of the monomer is given by
r, = k,[P]M] (5.8.7)

where [P] is the total concentration of the polymer ions in the reaction mass. In
writing Eq. (5.8.7), the contributions of reactions (5.8.6a) and (5.8.6b) have been
neglected. On application of the steady-state approximation to the polymer ion
concentration,

di —
= ke + KM =0 (5.8.8)

where a = 1 and k; = k; if ionization is the rate-determining initiation step, and
a=2 and k; = k; if the formation of the polymer ion is the rate-determining
initiation step. This gives

k.
Jipy = ;’[Izl[M]“‘1 (5.8.92)
rp = k’kﬁ [LIIM]* (5.8.9b)
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The rate of polymerization, r,, is not affected by the transfer reaction at all, but
the latter affects the kinetic chain length and the average chain length, u,. The
kinetic chain length is given by

b — Rate of propagation B ky/po[M] (5.8.10)
~ Rate of formation of the dead chains  k,Apy + kyp[Ml/Apo e

1 k,

- LY (5.8.11)

v k,M] K,

This result shows that if the transfer reaction predominates, the average chain
length, u, (u, = v for cationic polymerization), is independent of the monomer
concentration as well as the initiator concentration.

5.8.2 Experimental Confirmation of the Model
of Cationic Polymerization

Cationic polymerization is one of the least understood subjects in polymer
science, and the data available are not as extensive as for radical polymerization.
Normal temperatures of operation vary from —100°C to +20°C. The appropriate
temperature for any reaction is found only through experimentation and is
extremely sensitive to the monomer and the catalyst chosen. Lower temperatures
are preferred because they suppress several unwanted side reactions. It is
necessary to have highly purified monomers and initiators because transfer
reactions can easily occur with impurities, giving a polymer of very low
molecular weight.

Radical and cationic polymerization differ in that, in the latter, initiation is
very fast and propagation is the rate-determining step. Moreover, it has been
shown experimentally that carbonium ions are much less stable than the
corresponding radicals [30]. This implies that the lifetime of a polymer cation
is much shorter than the corresponding polymer radical. The very rapid
disappearance of the polymer cations may sometimes cause the steady-state
approximation to be invalid. Hence, Egs. (5.8.9) and (5.8.11) must be used
cautiously, as they are based on the steady-state approximation.

5.8.3 Initiation in Cationic Polymerization

Cationic polymerization can be induced by initiators that release cations in the
reaction mass [3]. The following are various classes of initiator systems that are
commonly used:

1. Protonic acids: HCIl, H,SO,, Cl;CCOOH, HCIO,, and so forth
2. Aprotonic acids: BF,;, AlCl;, TiCl,, SnBr,, SbCl;, SnCl,, ZnCl,,
BiCl;, and so forth, with coinitiators like H,O and organic acids
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3. Carbonium salts: Al(Et);, Al(Et),Cl, or Al(Et)Cl, with alkyl or aryl
chlorides or mineral acid coinitiators
4. Cationogenic substances: t-BuClOy, 1,, Ph;CCl, ionizing radiations

Let us consider protonic acids as initiators as an example. The acid must
first ionize in the medium of the reaction mass before it can protonate the
monomer molecule. The overall initiation reaction for HCI, for example, consists
of the following three elementary reactions:

HCl — H* 4+ CI- (e)) (5.8.12a)
H" + C=C — H-C"  (—e)) (5.8.12b)
HC—-C" 4+ ClI” — HC—-C"—CI™  (—e3) (5.8.12¢c)

Reaction (5.8.12a) is a simple heterolytic bond dissociation of the initiator
molecule and +e; is the dissociation energy, which is always positive. The
proton thus liberated attacks the monomer molecule, as shown in Eq. (5.8.12b).
The energy of this reaction, —e,, is a measure of the proton affinity of the
monomer. Because, overall, electrical neutrality has to be maintained, the
negative Cl~ ion has to move somewhere near the generated cation. This is
because the energy required to keep the negative and the positive charges far
apart would be very large, and the lowest-energy configuration would be obtained
only when the two are at some finite distance r. The potential energy released due
to the interaction of these ions is given by Coulomb’s law:

62

3D

where D is the dielectric constant of the medium, e is the electric charge of the
ions, and r is their distance of separation.

Equation (5.8.13) must be studied very carefully. The distance of separation
between the two ions, r, depends on their relative sizes. Also, as the value of D
decreases, the electrostatic energy of the interaction increases. This implies that
the energy required to separate the ion pairs increases as the dielectric constant
decreases. Because the polymerization progresses only by the addition of a
monomer molecule to the carbonium ion, the driving force for such a process is
therefore derived through the ability of the positive charge of the carbonium ion
to attract the electron-rich double bond of the monomer molecule. If the
carbonium ion is held with great affinity by the gegen ion (here, Cl7), the
monomer molecule will be unable to add to the carbonium ion by transferring its
electron. Hence, a low dielectric constant of the medium of the reaction mass
favors the formation of covalent bonds between the carbonium ion and the gegen
ion. A high dielectric constant of the reaction medium, on the other hand, favors a
loose association between the carbonium and gegen ions (called the solvent-
separated ion pair) and promotes cationic polymerization. However, too high a

(5.8.13)
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value of D is also not desirable, because of thermodynamics constraints discussed
next.

The total change in the energy for the initiation step can be written as a sum
of the energies of the individual steps as

AH[ =€ — € —¢€3 (5814)
and the free-energy change of initiation as

AG, = AH, — TAS,

e?

=e ey — =~ TAS, (5.8.15)

The entropy change for initiation, AS;, is always negative, because the reaction
moves from a less ordered state to a more ordered one. Therefore, the value of
e; — TAS; in Eq. (5.8.15) is positive.

Since AG; should be negative for any process to occur, Eq. (5.8.15) shows
that the initiation reaction in cationic polymerization is favored by lowering the
temperature. In addition to determining e;, the solvent or reaction medium plays
an important role in influencing e;. Usually, e, is a large positive number; for
example, e, for the gaseous ionization of HCl is 130 kcal/mol. However, in the
presence of suitable solvents, the dissociation energy is lowered, and in the
presence of water, e, for HCl is as low as 25 kcal/mol. The ability of the solvent
to reduce e; is called the solvation ability. The solvation abilities of different
solvents are different, and the choice of the solvent for cationic polymerization is
thus very important.

5.8.4 Propagation, Transfer, and Termination
in Cationic Polymerization

The initiation reaction determines the nature of the growing polymer chain
because there is always a gegen ion in the vicinity of the carbonium ion. The
propagation reaction is the addition of the monomer to the growing center and it
depends on the following:

1. Size and nature of the gegen ion
Stability of the growing center, which determines the ability to add on
the monomer molecule

3. Nature of the solvent; that is, its dielectric constant and solvation
ability

The propagation reaction is written schematically as

kp
PG, +M—P} .-G, (5.8.16)
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where P} is the growing polymer chain ion and G, is the gegen ion.

As the dielectric constant of the medium is reduced, the activation energy
for the propagation reaction increases and &, decreases considerably. As pointed
out in the discussion of the initiation reaction, the lowering of the dielectric
constant of the reaction mass favors the formation of a covalent bond between the
carbonium and gegen ions. Therefore, the gegen ion and the propagating
carbonium ion would be very tightly bound together and would not permit the
monomer molecules to squeeze in. If the substituent on the carbon atom with the
double bond in the monomer molecule is such that it donates electrons to the -
cloud, then the addition of the monomer to P} - -- G, would be facilitated. This
would increase the value of k,.

The termination and the transfer reactions occur quite normally in cationic
polymerization. The termination reaction is unimolecular—unlike in radical
polymerization, where it is bimolecular. It occurs by the abstraction of a proton
from the carbonium ion end of the growing polymer chain by the gegen ion,
which always stays in its vicinity. How readily this occurs once again depends on
the stability of the carbonium ion end of the growing polymer chain, the nature of
the gegen ion, and the dielectric constant of the medium. The information on £, is
quite scanty.

One final note must be included in any discussion of the different
parameters that are involved in cationic polymerization. Equations (5.8.9) and
(5.8.11) for r, and u, are very gross representations of the polymerization

p
process, and they should therefore be used with caution.

5.9 ANIONIC POLYMERIZATION

Anionic polymerization is initiated by compounds that release anions in the
reaction mass. Cationic and anionic polymerization are very similar in nature,
except in their termination reactions. Termination reactions can occur easily in
cationic polymerization, whereas they are almost absent in anionic polymeriza-
tion. In both cases, there is a gegen ion adjacent to the growing center. Therefore,
their initiation and propagation rates have similar characteristics.

Anionic polymerization normally consists of only two elementary reac-
tions: initiation and propagation. In the absence of impurities, transfer and
termination reactions do not occur; therefore, in this treatment, we do not discuss
these reactions.

5.9.1 Initiation in Anionic Polymerization
The following are commonly used initiator systems for anionic polymerization:

1. Alkali metals and alkali metal complexes (e.g., Na, K, Li, and their
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stable complexes with aromatic compounds, liquid ammonia, or ethers)
2. Organometallic compounds (e.g., butyl lithium, boron alkyl, tetracthyl
lead, Grignard reagent)
3. Lewis bases (e.g., ammonia, triphenyl methane, xanthene, aniline)
4. High-energy radiation

High-energy radiation will not be discussed here because it has little
commercial importance. The first system of initiation, method 1, differs from
methods (2) and (3) in the process of producing growth centers. Alkali metals and
alkali metal complexes initiate polymerization by transfer of an electron to the
double bond of the monomer. For example, a sodium atom can attack the
monomer directly to transfer an electron as follows:

Na + CH,=CHR — [CH,—CHR] Na* (5.9.1)

How readily this reaction progresses in the forward direction depends on the
nature of the substituents of the monomer, the nature of the gegen ion, and the
ability of the alkali metal to donate the electron.

Because the sodium metal usually forms a heterogeneous reaction mass,
this method of initiation is not generally preferred. On the other hand, alkali metal
complexes can be prepared with suitable complexing agents. The resultant
complex forms a homogeneous green solution that initiates polymerization as
follows:

Na - CH>=ClR — |CH>==CHR] Na' +

(5.9.2b)

The nature of the gegen ion and that of the reaction mass control the propagation
reaction, as in the case of cationic polymerization.

Initiation by organometallic compounds and Lewis bases occurs by a direct
attack of these compounds on the double bond of the monomer molecule. Before
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the Lewis base can attack the monomer, it must ionize, and only then can a
carbanion be formed. The process of initiation can be written as

BG — B +G' (+ep) (5.9.3a)
R
B™+ H:C=CHR — BCH~C" (- ey} (5.9.3b)
H
; ;i
BCH,—¢” +G+BCH3—(|3~‘G+ (—e3) (5.9.3¢)
R R

where BG is a Lewis base, e, is the dissociation energy, and —e, is the electron
affinity. G* is the gegen ion, which must remain near the carbanion formed in the
initiation process.

The strength of the Lewis base (measured by the pK value) required to
initiate the polymerization of a particular monomer depends on the monomer
itself. Monomers having substituents that can withdraw the electron from the
double bond have relatively electron-deficient double bonds and can be initiated
by weak Lewis bases. Because the initiation reaction consists of the ionization of
the initiator and then the formation of the carbanion, the role of the solvent
(which constitutes the reaction mass) in anionic polymerization would be similar
to its role in cationic polymerization.

5.9.2 Propagation Reaction in Anionic
Polymerization

The initiation reaction is much faster than the propagation reaction in anionic
polymerization, so the latter is the rate-determining step.

The propagation reaction also depends on the nature of the gegen ion in that
a monomer molecule adds to the growing chain by squeezing itself between the
chain and the gegen ion. As a result of this, resonance, polar, and steric effects
would be expected to play a significant role in determining k,.

5.9.3 Kinetic Model for Anionic Polymerization
[31-35]

Because the initiation reaction is much faster than the propagation reaction, we
assume that all of the initiator molecules react instantaneously to give carbanions.
Thus, the total number of carbanions, which is equal to the number of growing
chains in the reaction mass, is exactly equal to the number of initiator molecules
initially present in the reaction mass. Therefore, the molar concentration of the
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initiator, [I,],, is equal to the concentration of growing chains in the reaction
mass. The rate of polymerization r, is given by

ry = k,IM][L] (5.9.4)

The average chain length of the polymer formed is the ratio of the total number of
monomer molecules reacted to the total number of growing polymer chains in the
reaction mass. If the polymerization is carried to 100% conversion, f, is

M,
U, L] (5.9.5)
where [M], is the initial concentration of the monomer.

The initiation mechanism does not directly enter into the derivation of Egs.
(5.9.4) and (5.9.5), and, therefore, these equations describe anionic polymeriza-
tion only approximately. However, because little information on rates of initiation
reactions is available and the initiation process is much faster than propagation,
these equations serve well to describe the overall polymerization.

Anionic polymerization has found favor commercially in the synthesis of
monodisperse polymers. These are found to have the narrowest molecular-weight
distribution and a polydispersity index with typical values around 1.1.

One of the most important applications of anionic polymerization is to
prepare a block copolymer. It may be pointed out that all monomers do not
respond to this technique, which means that only limited block copolymers can,
in reality, be synthesized. During the present time, as pointed out in Chapter 1,
there is considerable importance placed on finding newer drugs. Therein, we also
described combinatorial technique in which we showed the importance of solid
supports on which chemical reactions were carried out. However, these reactions
can occur provided reacting fluids can penetrate the solid support; in other words,
it should be compatible with the solid supports.

One of the problems of radical polymerization is high-termination-rate
constants by combination (k) or by disproportionation (k). In view of this,
polymer chains of controlled chain length cannot be formed and this technique is
ill-suited for precise control of molecular structure (e.g., in star, comb, dendri-
mers, etc.) required for newer applications like microelectronics. The major
breakthrough occurred when nonterminating initiators (which are also stable
radicals) were used. Because of its nonterminating nature, this is sometimes
called living radical polymerization and the first initiator that was utilized for this
purpose was TEMPO (2,2,6,6-tetramethylpiperidinyl-1-oxo) [36,37]. A variation
of this is atom-transfer radical polymerization (ATRP) in which, say for styrene, a
mixture of 1 mol% of 1-phenyl ether chloride (R—X) and 1 mol% CuCl with two
equivalents of bipyridine (bpy) is used for initiation of polymerization. Upon
heating at 130°C in a sealed tube, bpy forms a complex with CuCl (bpy/CuCl),
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which can abstract the halide group from RX to give a radical that reacts with
monomer M to give a growing radical as follows:

R —ClI + 2bpy/CuCl — R*® 4 2bpy/CuCl,R* + M — P}

The bpy/CuX, also complexes with growing radicals to give P, X, keeping the
concentration of active radicals (i.e., P;) small through the following equilibrium:

P,—Cl + 2bpy/CuCl = P;, + bpy/CuCl,

In the above reaction, P,—Cl is the dormant molecule which does not give any
growth of chains [38,39]. The TEMPO mediated and ATRP procedures are
commonly used for controlling the architecture of the chains (comb, star,
dendrite, etc.), composition of the backbone (i.e., random, gradient, or block
copolymers), or inclusion of functionality (chain ends, site specific, etc.) [40].

The generation of small structures (sometimes called microfabrication) is
essential to modern technologies like microelectronics and optoelectronics
[41,42]. In these applications, one is interested in constructing supramolecular
structures utilizing well-defined low-molecular-weight building blocks synthe-
sized as above. For this purpose, these building blocks are first functionalized at
the chain ends by cyclic pyrrolidinium salt groups and/or tetracarboxylate
anions. Self-assembly is defined as spontaneous organization of molecules into
a well-defined structure held together by noncovalent forces. In this case, the
functionalized polymer blocks (sometimes called telechelics) are held together by
electrostatic forces. On heating this self-assembly, the pyrrolodinium groups
(five-ring cyclic compound) polymerize this way, giving a covalent fixation of this
assembly.

5.10 ZIEGLER-NATTA CATALYSTS IN
STEREOREGULAR POLYMERIZATION
[43-56]

Stereoregular polymers have special properties and have therefore gained
importance in the recent past. A specific configuration cannot be obtained by
normal polymerization schemes (radical or ionic); special catalyst systems are
required in order to produce them. The catalyst systems that give stereoregulation
are called Ziegler—Natta catalysts, after their discoverers, the Nobel Prize winners
Ziegler and Natta.

Ziegler—Natta catalyst systems consist of a mixture of the following two
classes of compounds:

1. Compounds (normally halides) of transition elements of groups IV to
VIII of the periodic table, called catalysts, such as TiCl;, TiCly, TiCl,,
Ti(OR),, Til,, (C,Hs), TiCl,, VCl,, VOCl;, VCl,, vacetyl-acetonate,
ZrCly, Zr tetrabenzyl, and (C,Hjs),ZrCl,
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2. Compounds (hydrides, alkyls, or aryls) of elements of groups I to IV,
called cocatalysts such as Al(C,Hs);, Al(i-C,4Hyg);, Al(n-C4H,3);,
Al(C,H;s),Cl, Al(i-C4H,),Cl, Al(C,H;5)Cl,, and Al,(C,Hs);Cl.

Not all possible combinations of the catalysts and cocatalysts are active in
stereoregulating the polymerization of a substituted vinyl monomer. Therefore, it
is necessary to determine the activity of different combinations of the catalyst—
cocatalyst system in polymerizing a particular monomer.

Cationic polymerizations are also known to yield stereoregular polymers,
depending on experimental conditions. However, because of very low tempera-
tures of polymerization and very stringent purity requirements of monomers and
the catalyst systems, cationic polymerizations are very expensive. This is not so in
the case of stereoregular polymerization, which is far less expensive and very
easy to control. The only precaution that must be observed is that an inert
atmosphere must be maintained in the reactor to avoid fire, because the
cocatalysts are usually pyrophoric in nature.

A monomer can be in either the liquid phase or the gas phase at
polymerization conditions. If monomer is a gas, a solvent medium is employed
in which the Ziegler—Natta catalyst is dispersed and polymerization starts as soon
as the gaseous monomer is introduced (see Fig. 5.10a for the setup). In the case of
liquid monomers, a solvent is not necessary, but it is preferred because it
facilitates temperature control of the reaction.

The Ziegler—Natta catalyst can either dissolve in the medium of the reaction
mass or form a heterogeneous medium if insoluble. The latter is more a rule than
an exception, and the commercially used Ziegler—Natta catalysts are commonly
heterogeneous. The most common catalyst is TiCl;, which is prepared by
reducing TiCl, with hydrogen, aluminum, titanium, or AlEt;, followed by
activation. The catalyst is activated by grinding or milling it to a fine powder.
The resultant TiCl; is crystalline, having a very regular structure. There are four
crystalline modifications of TiCl; available (alpha, beta, gamma, and delta), of
which the alpha form is the best known. Table 5.2 gives some of the schemes for
preparing some of the important catalyst systems and the crystalline forms that
result.

TiCl; is a typical ionic crystal like sodium chloride. It is a relatively
nonporous material with a low specific surface area. It has a high melting point,
decomposes to TiCl, and TiCl, at 450°C, and sublimes at 830°C to TiCl, vapor.
It is soluble in polar solvents such as alcohols and tetrahydrofuran but is insoluble
in hydrocarbons. The highest specific surface area reported for these catalysts is
100 m?/g, but normal values lie in the range of 10-40m?/g.

In addition to its two main components, the Ziegler—Natta system of
catalysts also contains supports and inert carriers. An example of the former is
MgCl,, and the inert carriers include silica, alumina, and various polymers. These
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differ in the way they affect the catalyst. Supports are inactive by themselves but
considerably influence the performance of the catalyst by increasing the activity
of the catalyst, changing the physical properties of the polymer formed, or both.
Carriers do not affect the catalyst performance to any noticeable degree, but their
use is warranted by technological factors. For instance, carriers dilute very active
solid catalysts, make catalysts more easily transportable, and agglomerate
catalysts in particles of specific shape. For example, one recipe for the catalyst
for ethylene polymerization consists of dissolving MgCl, and TiCl, in a 3:1
molar ratio in tetrahydrofuran. The solution is mixed with carrier silica powder
that has already been dehydrated and treated with Al(C,Hs),. The tetrahydrofuran
is removed by drying the mixture, thus impregnating the carrier silica gel with

E] F Propylene
a C - L€ S S—

__oca _ ~—D

(a)

Rate

Time
{b}

FIGURE 5.10 (a) Setup for stereoregular polymerization of propylene using
TiCl; —AlEth; catalyst in n-heptane. (b) Schematic representation of effect of stirring on
polymerization for two speeds of stirring: N, and N,.
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MgCl, and TiCl,. This product is subsequently treated with solution of
Al(C,H;)Cl, and Al(C,Hs); in hexane, and the solvent is once again removed
to give the final catalyst.

5.11 KINETIC MECHANISM IN
HETEROGENEOUS STEREOREGULAR
POLYMERIZATION

A simple system is shown in Figure 5.10a to depict heterogeneous polymeriza-
tion. A gaseous monomer is continuously fed into a glass vessel. The vessel
(serving as a reactor) has a suitable solvent (usually hexane for propylene) in
which the catalyst—cocatalyst system is uniformly dispersed. In Figure 5.10b, the
effect of stirring speed on the rate of propylene polymerization is shown
schematically. These results clearly demonstrate the external mass transfer effect.

To understand the mechanism of heterogeneous polymerization, it is first
necessary to understand the nature of the physical processes involved. Polymer-
ization centers (PCs) are complexes formed by the reaction between AlEt; and
TiCl; catalysts. The polymer chain is attached to these polymerization centers and
grows in size by adding monomer between the PCs and the chains. Because the
polymer chains coil around the catalyst particle, the PCs are buried within it. In
the case of gaseous monomers, the latter must first dissolve in the medium of the
reaction mass. The dissolved monomer in the reaction mass must then diffuse
from the bulk and through the thin layer of polymer surrounding the PC before it
reaches the catalyst surface for chemical reaction. The entire process can be
written as follows:

Gaseaus Monomer Monomer . Monomer
-— . . -— -
monomer in solution al the polymer at the catalyst
Filmm =—= Surluce (S 11 |]
Reacti _ . Adsorption
CUelion =—— ) wurface

In the analysis that follows, it is assumed that the various diffusional resistances
are negligible and that the reaction step in Eq. (5.11.1) is controlling. This implies
that the stirring speed is very high.

Organometallic compounds used as components of Ziegler—Natta catalysts
are normally liquids of a high boiling point that dissolve in aromatic hydro-
carbons. Most of these exist in the following dimer form, which is stable:
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Dimer of Al(C,Hs);

Clly
G
(Calls) T (Call5)
>/\IZ:‘ ",‘:/\1< _
[(.‘2”5) .‘““C[I‘,""" (Lg”s}
-
Cls (5.11.2a)
Dimer of Al(C,Hs),Cl
(Catls) el _Cally)
/"’\I::‘ ":‘?\]R
(Calls) u (Calls)

(5.11.2b)

However, there are some organometallic compounds [e.g., Al(i — C,Hy); and
Z1(C,Hs),] that exist in the monomeric form.

Active centers for polymerization are formed in the process of interaction
between catalyst and cocatalyst systems. There is an exchange of a halogen atom
between them as follows (with a TiCl, and Al(C,Hs), Ziegler—Natta catalyst
system):

TiCl, + Al(C,Hs),Cl — Cl,T,—C,Hs + C,—Al(C,Hs)Cl (5.11.3)

This reaction is fast. The titanium—carbon bond serves as the principal constituent
of the active center for polymerization because it has the ability of absorbing a
monomer (vinyl or diene) molecule. These metal carbon bonds are not extremely
stable and undergo several side reactions, leading to the breakage of TiCl bond.
For example, the Cl;TiCl,Hs molecule formed in Eq. (5.11.3) decomposes to
give TiCl; as follows:

2C1,Ti—C,Hy — 2TiCl; + C,H, + C,H, (5.11.4)

Even though the metal-carbon bond of Ti—C,H; is not very stable, a significant
portion of these survive under typical conditions of alkene and diene polymer-
ization of 30—100°C and 0.5-5 hr of polymerization time. In fact, the instability
of TiCl bonds strongly affects the performance of the Ziegler—Natta catalyst
system and occasionally explains the reduction in its activity with time.
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The transition metal-carbon bond, as stated earlier, reacts with an alkene
molecule (CH, = CHR), and there is a formation of a complex, as follows:

CliTi—(C5Hs) + CHy=CHR —= CI3Ti—C5H;

I (5.11.5)
CH,=CHR
complex

After formation of the complex, the alkene molecule is inserted in the Ti—C bond
as follows:
CILiTi—C.Hy — C];Ti——CHg——leH*CEHﬁ
R (5.11.6)

The repeated insertion of CH,=CHR according to Egs. (5.11.5) and (5.11.6)
gives rise to propagation reaction, in this way forming long chain molecules.

5.12 STEREOREGULATION BY ZIEGLER-NATTA
CATALYST

The most important characteristic of the Ziegler—Natta catalyst system is its
ability to stereoregulate the polymer. The configuration of the resultant polymer
depends on the choice of the catalyst system and its crystalline structure.
Stereoregulation is believed to occur as follows:

Pi—Cll—...Cll3
(l'.||3
Cl13—CN (5.12.1)
2y L ) .
Cla. CH—CH;
Tio . iy,

There are two kinds of interactive force existing in the activated complex shown.
One is the steric hindrance between methyl groups (1) and (2) in the complex, and
the other is the interaction between methyl group (1) and the chlorine ligands.
Both interactions exist at any time, the relative strengths depending on the
specific catalyst system. If the interactive force between the ligands and
substituent (1) of the adsorbed molecule is not too large, the addition of the
CH; group (1) of the monomer to the propagating chain occurs such that it
minimizes the steric hindrance between itself and CH; group (2), thus giving a
syndiotactic chain. If, however, the interaction between CH; group (1) and
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chlorine is large, it can compensate for the steric interaction and can lead to the
formation of an isotactic chain by forcing the adsorbed molecule to approach the
growing chain in a specific manner. More information on the nature of these
interactions and an explanation of how the chain adds on a monomer molecule
can be found elsewhere [31,49].

5.13 RATES OF ZIEGLER-NATTA
POLYMERIZATION

If the diffusional resistances in Eq. (5.11.1) are neglected, the rate of polymer-

ization, r,,, can be expressed as

r, = k,[C*¥][M]. (5.13.1)

where [C*] represents an active polymerization center and [M], is the concentra-
tion of the monomer at the surface of the catalyst. If all the diffusional resistances
can be neglected, [M], can be taken as equal to the monomer concentration in the
solution [M]; and can be easily determined by the vapor—liquid equilibrium
conditions existing between the gaseous monomer and the liquid reaction mass.
Ray et al. have used the Chao—Seader equation and Brockmeier has used the
Peng—Robinson equation of state to relate [M]; to the pressure of the gas [37,38].

The size of the catalyst particle has a considerable effect on the rate of
polymerization of propylene. For a constant concentration of the monomer, [M],
(i.e., at a constant propylene pressure in the gas phase), it has been found that the
rate of polymerization is a function of time. For ground catalysts, a maximum is
obtained, whereas for unground particles (size up to 10), the rate accelerates to
approach the same asymptotic stationary value. The typical behaviors are shown
schematically in Figure 5.11, which gives the different zones into which catalysts
can be classified. The process has a buildup, a decay, and a stationary period.
Natta has proposed the following explanation for these observations.

Like other catalyst systems, Ziegler—Natta catalyst systems have active
centers, which have been amply demonstrated to be titanium atoms. In the case of
unground Ziegler—Natta catalysts, there are some active sites on the outer surface
where the polymerization starts immediately. As observed earlier, the polymer
molecule has one of its ends attached to the site while the molecule starts growing
around the catalyst particle. In this process of growth, there is a mechanical
grinding on the particle by which the catalyst particles undergo fragmentation.
When the larger catalyst particles break into smaller ones, additional surface is
exposed and more titanium atoms are available for monomer molecules to
interact. This implies that there is a generation of active sites during the process.
The increase in the number of active sites leads to enhanced polymerization rates.
The acceleration-type behavior is thus explained on the basis of an increase in the
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—-—]—=] | -

Rawe

Time

FIGURE 5.11 Typical kinetic curves obtained during propylene polymerization by
TiCl;. 4 is a decay-type curve; B is a buildup or acceleration-type curve. I is the buildup
period; II is the decay period; III is the stationary period.

surface area with time. The smaller the particle is, the higher the mechanical
energy required for further size reduction. Accordingly, the particle size
approaches some asymptotic value. The stationary polymerization rate corre-
sponds to this catalyst particle size.

5.13.1 Modeling of Stationary Rate

To determine the stationary rate of polymerization, we assume that all the sites of
the Ziegler—Natta catalysts are equivalent. In the reaction mechanism given in
Section 5.12, it was shown that aluminum ethylate reacts with TiCl; to form an
empty ligand (and, therefore, a polymerization center). For this reaction to occur,
AlEt; must first be adsorbed. We can write this schematically as

adsorption Chemical
AlEt; + TI site &———= S* —— PC (5.13.2)

reaction

where S* is a complex formed by the adsorption of the AlEt; molecule onto the
Ti site. If the chemical reaction is the rate-determining step, the adsorption step in
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Eq. (5.13.2) can be assumed to be at equilibrium and can be given by the
following Langmuir adsorption equilibrium relation:

K[A]

S*¥]=——— 5.13.3
(571 1 + K[A] ( )
where [A] is the concentration of aluminum ethylate in the reaction mass and X is
the Langmuir equilibrium constant. If all of the S* formed is assumed to be

converted to an activated polymerization center, its concentration [C*] is given by

K[A]

[~ 5% = T kAT

(5.13.4)

The rate of polymerization, ., for large times can then be derived from Eq.
(5.13.2) as follows:

K[A]

Moo = T KA

[M], (5.13.5)

If the various diffusional resistances for the monomer are also neglected, [M], can
be replaced by the concentration of the monomer [M];, in the reaction mass. This
may be related to the pressure P in the gas phase by using the Chao—Seader or
Peng—Robinson equations of state, but for moderate pressures, Henry’s law may
as well be assumed, giving

[M]; = Ky[P] (5.13.6)

where K; is Henry’s law constant and P is the pressure of the gas. In these terms,
rso i1 Eq. (5.13.5) can be rewritten as

_ [A]
where
k = k,KKy (5.13.8)

5.13.2 Modeling of the Initial Rates of
Stereoregular Polymerization

In Figure 5.11, we observed that in the initial region, the rate of polymerization is
a function of time. This is entirely due to the fact that the total concentration of
polymerization centers, [C*], is a function of time. An expression for this can be
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derived with the help of Eq. (5.13.2). With this equation, the polymer formation
in stereoregular polymerization can be rewritten as

AlEt; +S =— S* (5.13.9a)
k.

S*+M —» C* (5.13.9b)
,

C*+M —> C* (5.13.9¢)

where S represents an active titanium site and is the same as the first portion of
Eq. (5.13.2). It has been hypothesized that a C* is formed only after an S* reacts
with a monomer molecule and that the C* shown, thus formed, is the same as a
PC in Eq. (5.13.2).

It is now assumed that [C*], is the total concentration of polymerization
centers present at = oo (i.e., at the stationary state). In the early stages of the
reaction, [C*] is expected to be less than [C*]. At any time, the simple mole

balance is

[S] + [S*] + [C*] = [S], (5.13.10)
where [S], is the total concentration of the active titanium sites. Also,

[Sle + [S*]e + [C*loe = [Slo (5.13.11)
Subtraction of these equations leads to

([Sloe = [SD) + (Sl = [See)) + ([Clos = [C*]) =0 (5.13.12)

[S*] is zero because, at large times, monomer molecules have already reacted
completely with all of the potential polymerization centers by the irreversible
reaction in Eq. (5.13.9b). This is the case because S* is an intermediate species in
the formation of the polymerization center. [S] and [S],, are both large numbers.
Because it is assumed that only a few of the active sites participate in
polymerization, [S],, — [S] can be neglected. Therefore,

[C*loo —[C*] = [S*]y =0 (5.13.13a)
or
[S*] = [C*] — [C*] (5.13.13b)
The rate of formation of the polymerization centers is given by
d[C*
T kv (5.13.14
dt
With the help of Eq. (5.13.13b), this equation reduces to
d|c*
8 = kmfien,, ~1c9) (5.13.15)
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The rates of polymerization at time ¢ and at the stationary zone are given as

r, = k,[M][C¥] (5.13.16a)
Too = kp[M][C*] (5.13.16b)

Because [M] is constant, multiplying Eq. (5.13.15) by k,[M] gives

%{kp[Ml[C*] = kM]{k,[M][C*],, — k,[M][C*]}
or
dr
E:k(’”oo_”) (5.13.17)

where k = k,[M]. Equation (5.13.17) is the same as the observed empirical
equation for the buildup period in the acceleration-type kinetic curve as observed
in Figure 5.12. This analysis explains why a decay-type rate behavior in Figure
5.12 is observed for fine particles and not for coarse catalyst particles.

Well-ground catalysts have a larger number of active sites and, therefore,
the reaction in Eq. (5.13.9) is pushed in the forward direction, the reversible
reaction playing a smaller role in the early stages of reaction. As the reaction
progresses, the reverse reaction starts removing the potential polymerization
centers (i.e., S*) until, ultimately, the equilibrium value corresponding to the
stationary zone is attained. This fact explains the maximum in [S*] and, therefore,
in [C*]. This case must be differentiated from that of coarse catalyst particles,
where the fragmentation of the particles occurs during the polymerization and the
total number of active sites is not constant. The derivation of Eq. (5.13.17) for
acceleration-type behavior is not quite correct because it is based on Eq. (5.3.10),
which assumes a constant concentration of total active sites and does not account
for the increase in the number of active sites by particle breakage.

Example 5.3: In the buildup period of decay-type stereoregular polymerization,
the rates are found to be different when catalyst is added first from the case when
gas is introduced, followed by the catalyst. Show why this happens.

Solution: Assume there are n, number of adsorption sites and 74, the number of

sites occupied by monomers. On addition of the catalyst first, the following
adsorption equilibrium between the monomer and catalyst occurs:

ALCls +S = §* (a)
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Then,
Tads = kadsP(nO - nA)
Tdes = kdesnA

At KoqP(ng — ny) = kgesny or

0 g KP
Ty 1+KP

where K = k,;/kges
On introduction of propylene gas, the following reactions occur which are
not in equilibrium:

S* 4 M -5 C (b)
C+M—C (c)

If the gas is introduced first, followed by the addition of the catalyst, reactions
(a)—(c) simultaneously and consequently give different results.

5.14 AVERAGE CHAIN LENGTH OF THE
POLYMER IN STEREOREGULAR
POLYMERIZATION

The average chain length of the polymer at a given time can be found from the
following general relation:

Number of monomer molecules polymerized in time ¢
Ky =

5.14.1
Number of polymer molecules products in time ¢ ( )

The number of monomer molecules polymerized can be found from the rate of
polymerization as f(; r dt. The denominator can be found only if the transfer and
termination rates are known. If r, denotes the sum of these rates, then

férdt

7[0:]{ " fot i (5.14.2)

Ky =

where [C*], is the concentration of the polymerization centers at time . The next
step is to apply Eq. (5.14.2) for the stationary state to find u,. At the stationary
state, » and 7, are both constant, and Eq. (5.14.2) reduces to

1 C*

1_rn [l (5.14.3)

ILL n rOO trOO
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This equation ignores the contribution to the integrals from the transition zone.
For long times, the second term in Eq. (5.14.3) goes to zero and the following
holds:

1_n (5.14.4)

To be able to evaluate y,, termination and transfer processes must be known.
These have been studied and the following termination and transfer processes for
propylene have been reported.

1. Spontaneous dissociation

&
(CEIT._)CHE_?H_(CHE_([-:H)ir—R l

CH; CH;
(5.14.5a)
(Cat—)H + CH=C —(CH,—CH)—R
CH; CH;
R, = &,|C¥| (5.14.5b)
2. Transfer to propylene
(Cm—)CH:—(I.‘H—(CHg—([.‘)”-—R +CH, = (lfl—l
CH; CHx CH;
i (5.14.6a)
—- (Cat—)CHy—CH, + CHy = C—(CHy—CH),—R
CH, CH, CH;
Rix =&y [M]]C¥] (5.14.6b)
3. Transfer to AlEty
&
(Czn—)CHE—(IZH—(CHg—([ZI—I)”—R = AlEL, —
CHy CHy (5.14.72)
(Cat—IEt + I:‘IEAI—?H:—CH—(CH:—?H)”—R
CH, CH,
R,y = ky [C*]|ALEL] (5.14.7b)

Copyright © 2003 Marcel Dekker, Inc.



240 Chapter 5

The u, would, therefore, be given by Eq. (5.14.4) as follows:

1 7,
T
_ k[C + K[CH]IM] + A [CH[AIEL]
k,[C*]IM]
ki + ko[M] + k5 [AlEG]
= K M (5.14.8)

y4

5.15 DIFFUSIONAL EFFECT IN ZIEGLER-NATTA
POLYMER [45,46,49]

As explained in Section 5.12, during polymerization the growing chain surrounds
the catalyst particle. As a result, there is fragmentation of the catalyst particle,
leading to increased numbers of active sites for polymerization with time. In
addition, a film of polymer is formed around the polymer particle through which
monomer has to diffuse. Section 5.14 has shown a semiempirical way of taking
fragmentation of particles and diffusion of monomer into account, but there is a
definite need to model these problems more fundamentally.

Several models have been proposed to account for both the fragmentation
of catalyst particles and the diffusional resistance. The simplest is the solid-core
model, in which the polymer is assumed to grow around a solid catalyst particle
without any breakage. We show the model in Figure 5.12, in which the catalyst

Catalyst microparticles

Gnid points —w{ 2
Shells — |

M), = Bufk monemer concentration

FIGURE 5.12 Schematic representation of the multigrain model for stereoregular
polymerization of propylene.
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particle is surrounded by a polymer shell. The dissolved monomer in the liquid
phase diffuses through the accumulated polymer to the catalyst surface and reacts
there. Knowing the rate of formation of the polymer at the surface, it is possible to
compute the movement of the polymer shell boundary. It may be recognized that
the polymerization is an exothermic reaction, which means that the heat of
polymerization is liberated at the catalyst surface, which must be transported
through the polymer shell by conduction. Because there is a finite resistance to
transport of monomer through the shell, the temperature 7 and monomer
concentration [M] are both dependent on radial position » and time ¢. This fact
has been represented in Figure 5.12 by showing T'(r, ¢) and [M](r, f).

As a refinement to the hard-core model just discussed, the multigrain model
(recently proposed in Refs. 45 and 46) accounts for the particle breakup
indirectly. This too has been depicted in Figure 5.12. A macroparticle of radius
R comprises many small polymer microparticles. These particles are assumed to
be lined along the macroparticle radius, touching each other. All microparticles
are assumed to be spherical and of the same size. Microdiffusion in the interstices
between the microparticles and microdiffusion within the particles are each
assumed to exist, and the effective diffusion coefficient for the two regions
need not be equal.

The microparticle diffusion is treated in the same way as in the solid-core
model, and it is assumed that each of these microparticles grows independent of
each other according to the existing local monomer concentration. To write the
mole balance for the monomer in the macroparticle in spherical coordinates, let
us define D; as the effective diffusion coefficient for the macroparticle, »; as the
radial length, and R(M;, r;) as the rate of consumption of monomer at ;. The
governing equation for the macroparticle can be easily derived as

oM, D, ( 0, 0M,]
a r%

) —R(M,], 7)) (5.15.1)

oy, L ary

where [M;] is the local concentration of monomer within the macroparticle.
Outside this large particle, the monomer concentration is the same as the bulk
concentration [M],,.» Whereas at the center d[M;]/dr; = 0 because of the no-flux
condition; that is

M
on, r,=0 (5.15.2a)
ry

M/ ] = Mlou> 7 = Tpoly (5.15.2b)

In order to solve Eq. (5.15.1), we must first derive an expression for R(M, ), which
can be obtained only when we solve the diffusion problem on the microparticle
level. Let us define [M,,] as the monomer concentration within it and D,, as the
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diffusivity in it. Because in this case (see Fig. 5.12) polymerization occurs within
the particle at the catalyst surface, the monomer diffusion can be written as

M,) _ 19 (rz a[Mm]) (5.15.3)

a "2 o o

where 7 is the radial length within the microparticle. If R, is the rate of
polymerization at the catalyst particle (having radius r.), then

M,
ACDWIM:R , r=r, (5.15.4a)
or I
M] = [M,], 7 =rp, (5.15.4b)

Condition (5.15.4a) arises because the surface reaction should be equal to the rate
of diffusion at the catalyst surface, whereas condition (5.15.4b) arises due to
continuity of monomer concentration at the boundary.

The complete rigorous solution of equations describing Ziegler—Natta
polymerization is difficult. However, a numerical solution can be obtained after
making several simplifying assumptions, such as quasi-steady-state for the
macroparticles and equality of all macroparticles. The polymers resulting from
use of Ziegler—Natta catalysts normally have a wide molecular-weight distribution
and this can be explained through the analysis of this section.

5.16 NEWER METALLOCENE CATALYSTS FOR
OLEFIN POLYMERIZATION [57-60]

Metallocene are group IV metals (T;, Zr, Hf, and Rf, but commonly Zr is used)
complexed with cyclopentadiene and can be activated by methyl aluminoxane
(MAO) as follows:

SiMe ) O @

_ Cl
"l el 72
/7l

The above MAO is a reaction product of partially hydrolyzed triethyl aluminium
and is mostly used in homogeneous solution. The MAO provides a cage for the
cation and the pair as a whole serves as the catalyst for polymerization. Some of
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the metallocene complexes that produce high molecular weights of polyethylene

are
; M
o @ ,..-Me

Zi — Zr

- MAQ™
Cl \j

Cation  Anmon

QP

The first step in the catalyst polymerization, as discussed in Section 5.12, of the
olefin to the Lewis acid metal center. The chain propagation occurs by insertion
of the olefin between the metal carbon bond as follows:

@\Zr+,-~P M ©\Zr""P - ©\z/ﬂ
O N O™ ™
MAO MAO

The insertion step consists of an alkyl migration to the olefin ligand. At the same
time, a new free coordination site is generated at the vacant piston of the former
alkyl ligand. Depending on the orientation of the monomer during insertion, the
following (1,2) or (2,1) possibilities exist:

M'—P + ClLh=ClI—CH; — M'/\(
MAC) MAD

1.2 insertian
M —P + Cllh=Cl—Cll; — M'/k/
SRS Al

21 inserlion

In view of this, in the polymerization of propylene, the following racemic and
meso diads are formed:

—

Racemie diads Muso diads

A polymer having only racemic diads gives syndiotactic polymer, whereas one
having only meso diads gives isotactic polymer. The control of stereoregularity is
once again by (1) catalytic site control and (2) chain end control, which is caused
by the chirality of the previous monomer inserted.
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Metallocene catalysts are extremely interesting because they dissolve in the
reaction medium and give very high activity. The polymer formed has a
polydispersity index of the order of 2, which is a considerable improvement
from the usual Ziegler—Natta catalyst. The polymer thus formed has high clarity
and mechanical strength. However, it has the drawback of becoming poisoned by
polar comonomers. Late-metal (Hf and Pd) complexes used for ethylene homo-
polymerization and copolymerization. However, they have not been commercially
adopted as yet. Polyethylene formed using these catalysts is highly branched and
has a relatively lower molecular weight.

5.17 CONCLUSION

In this chapter, different mechanisms of chain-reaction polymerization have been
discussed in detail. Based on the mechanism involved, expressions for the rate of
polymerization, molecular-weight distribution, average chain lengths, and the
polydispersity index can be derived.

Understanding the expressions introduced in this chapter is an essential
requirement in the analysis of reactors, presented in Chapter 6.
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PROBLEMS

5.1. Analyze the equilibrium free-radical polymerization with the unequal
reactivity in P; in the following propagation steps:

ky k
L2, K;=-4
K, ky
ky k]
I+M2P,, K =-
K kl
k, k,
P,+M—=P,, n=1 K="
Ky p
ha kg
P, +M=M, + M, nom=1 Kg=
K, d

Proceed the same way as in Example 5.2 and determine the following
MWD of the polymer radicals:

Pl e KlMI
P2 = KP4MP1
P,=KMP, | =(K,M)°P,, n>3

Determine the zeroth, first, and second moments of the polymer radicals
and the dead polymers.

5.2. Analyze the following equilibrium free-radical polymerization, in which P,
reacts with itself at a different rate in the termination step:
k k,
L2, K,=-4
K, k,
ky k,
M+1=P,, K==
K k
ki kpl
Pl + M (_/_) Pz, Kpl = 7
kpl 74
k, k,
P,+Mz—P,,,, n=2 K="
Ky kp
ha kg
P,+P, =M, +M,, n, m>1, th_k_’
K, td

Derive the following MWD relations for the radical species as well as the
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dead polymer:
P, = (KpM)P

n—1

5.3. In Problem 5.2, derive expressions for the zeroth, first, and second
moments of polymer radicals and the dead polymer have the following

ty, and
1+ (Ryg — (1 — K,M)’
My =
(1 —K,M1 + Ry — (1 — K,M)’]
p 1+ KM+ Ry — (1 —K,M)*

T (= KM+ (Rg — D)(1 — K,M)']

where Ry = ki /kig-
Determine the polydispersity index of the dead polymer.
5.4. To explore as a variation of the unequal reactivity discussed in Problem 5.4,
consider the following kinetic model, in which P, is assumed to react at a
different rate with all polymer radicals:

k k
L=2 K,=-4
K, kd
& k,
I1+Mz=—P, K =-1
ki kl
b k,
P,+Me=P,.,. K=
ky i
K ki
P +P =M, + M, thl:k—’
kg td
ka kg
P,+P, =M, +M,, m>1,n>2, th:k_’
ki td

Find the following MWDs of the M,, and P, species and the various
moments:

P, = K,MI
P, = (K,M)""'P,

Jvo = Ka1Pripy + K P (pg — P1) + Kig(ipg — P1)°

Jxt0 = KaiPipo + Kigi Py — P1) + Kig(hpg — Py) (Apy — Py)

5.5. Polymerization of styrene has the rate constants k, = 145L/molsec and
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k, = 0.13 x 107 L/mol sec. The density of styrene is 0.8 g/cm>. Benzoyl
peroxide, which has a half-life of 44 hr, is used as the initiator. The
polymerization of styrene uses 0.5% initiator by weight. Now, refer to
the mechanism of radical polymerization, in which there is no way of
measuring k;. The only thing that is known about the mechanism is that it is
the reaction between two small molecules I and M. As a result of it,
ky > k,. Assume k; = 10k,.

Find the initiation, propagation, and termination rates under the
steady-state hypothesis. Determine [P] and [I]. Find the kinetic chain
length. Because termination occurs mainly by combination for styrene,
find the average molecular weight of the polymer formed.

5.6. We want to polymerize styrene to a molecular weight of 10°. To avoid the
gel effect, we polymerize it in 60% toluene solution of the monomer. Find
out how many grams of benzoyl peroxide should be dissolved in 1 L of the
solution.

5.7. When we expose vinyl monomers to high temperatures, we find that the
polymerization progresses even without an initiator. The initiation has been
proposed to occur as follows:

k . .
CH,=CH + CH,=CH — CH—CH,—CH,CH
X X X X

Both of these ends can polymerize independently. Model the rate of
polymerization r,,. Find the average molecular weight of the polymer.

5.8. A dilatometer is a glass bulb with a precision bore capillary; it is a
convenient tool with which the rate of free-radical polymerization can be
determined. A suitable initiator is dissolved in the monomer and the
solution is introduced into the dilatometer through a syringe. The change
in volume of the reaction mass is measured as a function of time, which can
be related to the conversion of monomer through

-1

AM] AV (1 1

Mly 2 Vo \Ps Pps
where ¥, and AV are the initial and the change in volume; p, and p,,; are
the densities of the monomer and polymer (in the dissolved state),
respectively; and [M], and A[M] are the initial concentration and the
change in the concentration of the monomer. Derive this relation.

5.9. Determine the initiator efficiency in the polymerization of styrene at
60°C in the following actual experiment. We polymerize 4.4972cm? of

styrene in a dilatometer with the benzoyl peroxide concentration at
6.78 x 103 mol/L and the concentration of 2,2-diphenyl picrylhydrazil
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(a strong inhibitor) as 0.3361 x 10~* mol/L. We measure the height in the
dilatometer as a function of time.

Time, min Height, mm Time, min Height, mm
30 0 82 2.9
40 0.5 86 3.1
50 1.0 90 3.8
60 1.6 102 4.4
70 2.0 106 4.7

5.10

We plot these data on graph paper and extend the linear region of the plot
to the abscissa to find the intercept, which is the same as the induction time.
From this plot, calculate the initiator efficiency.

. A dilatometric study of polymerization of styrene has been carried out. The
volume of styrene is 4.4972 cm? and the diameter of the capillary is 1 mm.
The initiator used in AZDN at a concentration of 3.87 x 1073 mol/L. The
height, A, of the monomer column in the capillary varies with time, ¢, as
follows:

¢, min h, mm ¢, min h, mm
0 0.0 40 6.9
5 0.1 50 8.5
10 1.0 60 10.1
20 34 70 11.7
30 49

5.11

5.12

The slope of the plot of 4 versus 7 will give 7,,. Find it.

. Derive an expression for the kinetic chain length in radical polymerization
when a transfer reaction occurs with the monomer, the transfer agent, and
the solvent. Also find the expression for pu,.

. Integrate the equation

12
ry =k, {fklk[IZ]} M]

to find the monomer concentration as a function of time under the
following assumptions:

(a) The #'/? of the initiator is very large, such that the concentration
of the initiator is approximately constant.
(b) The initiator concentration changes following first-order kinetics.

Plot the concentration in both these cases. If this is done correctly, you will
find that case (b) cannot give 100% conversion. Justify this physically, and
plot x, as a function of time.
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5.13. The kinetics of retarders (Z) are expressed as

P+z 5 7,
ki
Zi+M =% 7,
k’/ .
Zp + Zr —> Nonradical product

where Z and P are the reacted radical and polymer radicals, respectively.
Zp is a radical of lower reactivity. Supposing that a retarder Z is present in
the reaction mass, the reactions shown would occur in addition to the
normal ones. In this case, we neglect the reaction between Z and P to form
an inactivated molecule. Find the rate of polymerization and DP in the
presence of a known concentration of the retarder [Z]. This result is
immensely important because oxygen present in a monomer even in
trace amounts will retard the rate considerably, as follows:

P-0-O +M—P-0-0-M’

P—O-O is the retarded radical and P—-O—O—M is kinetically the same as
P

5.14. Consider the following mechanism of polymerization:

I, - 21
I+M—P
P+M—P

P 4+ P — Inactive
P +M — Inactive

In this mechanism, the monomer itself is acting as the inhibitor. Derive the
expression for 7, and DP. This kind of inhibition is found in the case of
polymerization of allyl monomers.

5.15. Suppose that there is some mechanism by which the termination reaction is
totally removed in radical polymerization. Then, derive and plot an
expression for 7, as a function of time. Note that there is no steady state
existing in this case and, hence, there is no steady-state approximation.

5.16. The r, derived in the text for radical polymerization has been done with the
assumption that initiation was the rate-determining step. Find out at what
state of the derivation this assumption was used. Consider the hypothetical
state when propagation is the rate-determining step and derive the new 7,
Repeat the derivation when termination is the rate-determining step.
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5.17. The initiator efficiency is designed to take care of the wastage of primary
radicals. Find the initiator efficiency if the initiation step consists of the
following reactions:

kl
L, =21

k
[+M—P

k
I + S —> Inactive species

where S is a solvent molecule.
5.18. Find the initiator efficiency if the initiation step is known to consist of the
following reactions:

ky
12—)21
k,
I+M—>P
k-
L+M—>P+I

5.19. Assume that the temperature of polymerization is increased from 50°C to
100°C for pure styrene and the polymerization is carried out to completion.
Do you expect the equilibrium monomer concentration to reduce or
increase? Calculate the equilibrium monomer concentration as a function
of temperature.

5.20. Do you expect the equilibrium monomer concentration in radical poly-
merization to be affected by the gel effect? Justify your claim.

5.21. The temperature of radical polymerization is increased such that the
viscosity of the reaction mass remains constant. Would the gel effect
occur? If yes, why do you think so?

5.22. In the buildup period of decay-type stereoregular polymerization, we find
that the rate when propylene is introduced after TiCl; and AIEt; are
allowed to equilibrate is different from the rate when AlEt; is added after
the gas is introduced. It is assumed that the following equilibrium exists in
the former case:

Adsorption
TiCl; 4+ AlEt; ————— Potential PC
Equilibrium

The concentration of potential polymerization centers is given by the
Langmuir equation. On the introduction of the gas, polymerization centers,
C, are formed. A proper balance of C would yield the appropriate relation.
Derive it.
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5.23. Consider now the case in which propylene is introduced before AlEt; is
added. In such a case, all of the reactions in the mechanism of polymer-
ization occur simultaneously. Derive the following result for small extents
of time:

ro = kPlalt

where 7, is the rate for small intervals of time, P is the propylene gas
pressure, [A] is the concentration of AlEt;, and ¢ the time of the reaction.
5.24. Hydrogen is used as the molecular-weight regulator in stereoregular
polymerization. The proposed mechanism postulates that there exists a
pre-established equilibrium of dissociative adsorption of hydrogen on the
TiCly catalyst surface, as follows:
Hz — 2Hads
It is this adsorbed hydrogen that participates in the following reaction:
Cat—P + 2H, 4, — Cat—H + PH

The Cat—H reacts with monomer molecules at a different rate in the
following fashion:

Cat—H + monomer — Cat—P

Derive the rate of polymerization.
5.25. Using the mechanism stated in Problem 5.24, find the molecular weight in
the stationary zone.
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Reaction Engineering of
Chain-Growth Polymerization

6.1 INTRODUCTION

In Chapter 5, we considered the detailed mechanisms of chain-growth polymer-
ization. Expressions for the rates and average molecular weight were developed
and were shown to be sensitive to the reaction temperature, the initiator
concentration, and the presence of transfer agents. In general, most polymeriza-
tions are exothermic and good temperature control can be achieved only through
elaborate cooling systems. This is because most monomers and polymers have
low thermal conductivity. Sometimes, the desired physical and mechanical
properties cannot be obtained by a homopolymer or by blending several
homopolymers. In such cases, copolymers are prepared, several of which are
commonly used in industry.

This chapter discusses the reaction engineering of chain-growth polymer-
ization. In order to form polymers of specified properties, we observe that reactor
temperature is a very important variable. To find this, the energy balance equation
must be solved, along with mole balance relations of various species. In the study
of copolymers, the quantities of practical interest are the relative distributions of
the monomers on polymer chains and the overall rates of copolymerization. With
these, it is possible to carry out the reactor design.

255
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6.2 DESIGN OF TUBULAR REACTORS [1-13]
A reactor design can be carried out if we know the following information:

1. The rate characteristics
2. The heat and mass transfer characteristics
3. External restrictions imposed by the reactor setup on fluid flow

Let us consider a tubular reactor, which is normally modeled as a plug flow
reactor (PFR), shown in Figure 6.1. The composition of the reaction mass
changes along the reactor length, and in the ideal reactor, all fluid elements
are thought to move at the same velocity (or plug flow profile). Assuming a
constant density process and no mixing, it is possible to carry out mole balance as
follows:

FAdeM = —}’PdV (621)

where xy; is the conversion of monomer and 7, is the rate of consumption of
monomer. The elemental volume dV can be written in terms of cross-sectional

area A4, as follows:

dV = A, dz (6.2.2)

1 t
l I Tedr
Fan Cann Ty Froxy T | Fa+dEy T Fap Xap
: : Xq+ iy
i |
M |
f—-—-dz ——-I

&

FIGURE 6.1 Schematic diagram of a plug flow reactor. F,, is the molar flow rate of
reactants, I, is the exit flow rate of the reactants, xy; is the conversion monomer, and Q' is
the heat removed by coolants per unit surface area of the reactor.
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The molar flow rate F, in Figure 6.1 can be written in terms of the velocity, v, at
which the fluid particles are traveling, or

Fyo =A4.Cyovo (6.2.3)
Substituting these in Eq. (6.2.1), we get
d.xM
CAO 7 = —rp (624)
where
d
dr =% (6.2.5)
Vo

In reactors used for carrying out radical polymerization, there is a continual
change in the physical properties such as heat capacity, density, and viscosity. The
following examples examine these effects on reactor design.

Example 6.1: Polymerization of styrene is carried out in an isothermal tubular

reactor at 60°C up to 30% conversion. Assume average rate constants at 60°C:

k, = 145L/molsec, k, = 1.3 x 10° L/mol sec
fhky = 4.4 x 10°sec™!, [I,], = 1.86 x 1072 mol/L
M], = 8.93 gmol/L

At this temperature, styrene has a density of 0.869 g/mL and that of
polystyrene is 1.047 g/mL. Determine the residence time,

1. Assuming no contraction in volume.
2. Accounting for the change in density of the reaction mass.

Solution:

1. When constant molar density is assumed, Eq. (6.2.4) yields

d 172
™ {ﬂqu]o} ]

If the change in [I,], is neglected,
M AR LE
()

For 30% conversion, the residence time ¢ is calculated to be
9.8 x 103 sec.
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2. When the change in volume is to be accounted for, we write the
variable value as

V= Vy(l - exy)

where ¢ is the incremental volume contraction due to 1% polymer-
ization and is given by

e — —1/pp 4+ 1/py _Pr—Pm
1/pm Pp

where p,, and pp are the densities of the monomer and polymer,
respectively. The monomer concentration can be written in terms of
conversion as follows:

M], = Molesof M [M]o(1 —xp)

Volume 1 —exy

r::_ﬂML:keﬁyﬂ[EWﬁMha—xw
PTd T k) (- P - )

The residence time of the reactor is

n_

M], dx
l—exy dt 7

or

dxM

[ar=r= k" (ra—mmw
k() P o (= x)

¢ is determined to be 0.1704, and the integral [)[(1 — ex)'/?/
(1 — x)] dx determined numerically as 0.325 for x, = 0.3. The reactor
residence time is 0.95 x 10° sec.

The change in volume leads to a reduction of 3% in reactor
size. It may be recalled that the polymerization rate is the slowest in
the initial region, and this may represent sizable savings.

Example 6.2: Estimate the viscosity of the reaction mass in a polystyrene reactor

at 1% and 10% conversion. The molecular weight of the polymer is assumed to
be 3.0 x 10°.
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Solution: We approximate the styrene—polystyrene system by using a toluene—
polystyrene system. For this, the viscosity can be estimated by

n — 0.0056

0.0056 =534 +04x 5‘32;“M1 for Ay < 5%

where 1y, is the concentration of polymer in g/dL and # is the viscosity of the
solution (in poise). For 10% polymer, C, is equal to 0.087 g/dL, which gives the
viscosity as 0.086 P. The viscosity of 10% solution is obtained from

n=2x 107, M, ]

where M, is the weight-average molecular weight. The calculated viscosity is in
poise and is found to be 90P, a 10,000-fold increase. This large increase in
viscosity reduces the Reynolds number of the flow, which, in turn, increases the
pressure drop and lowers the overall heat and mass transfer coefficients.

We have already observed in Chapter 5 that the reactor temperature plays a
major role in determining the course of polymerization. This temperature can be
determined if an energy balance is made over the differential element, which, at
steady state, is given by

FC(T +dT) — FC,T = r,(—AH,)4,dz — Q'2nR dz (6.2.6)

where F'is the mass flow rate, not the molar flow rate in Eq. (6.2.1), C, is the
average specific heat, and (—AH,) is the heat of polymerization. Because F is in
total mass units, it remains constant along the length of the tubular reactor.
Rearranging Eq. (6.2.6) yields

- dT
Cp ﬁ = —(—AH,,)FP — Q (627)
where Z is the average density of the reaction mass and Q is given by
20
= 6.2.8
0="=2 (6.23)

It may be observed that Eq. (6.2.7) involves the specific heat, Cp, which is also
likely to change along the reactor length. Fortunately, though, the monomer and
the polymer formed have similar (_,’p values. For example, styrene and polystyrene
have C, values of 0.40 and 0.41 cal/g°C at 25°C.

We discussed in Chapter 5 that, under quasi-steady-state approximation
(QSSA), the net production of all intermediate species in a reaction mass can be
taken as zero after a small induction time. The polymer in radical polymerization
is formed only after polymer radicals are generated. At any given time, therefore,
we have two distributions: one for polymer radicals (P,, » = 1, 2, 3) and one for
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dead polymer chains (M,,, n =2, 3). In Chapter 5, we assumed a QSSA and
derived the zeroth moment, Ap,, of the polymer radicals as follows:

(1 172
Zpojss = {%} (6.2.9)
t

However, when the gel effect sets in, k, decreases in value, which results in
increased /Apgss under QSSA, thus leading to higher rates of polymerization.
Because all polymerization reactions are exothermic in nature, the temperature of
the polymer mass also increases for the same cooling rate, which, in turn, gives a
higher rate of initiation. Hence, under the influence of the gel effect, the upward
thermal drift always occurs and the QSSA is known to break down. When this
happens, the mole balance relation for polymer radicals Ap, is governed by a
nonlinear first-order differential equation instead of the simple relation given in
Eq. (6.2.9). The concentration Jp, in the reaction mass is normally very low
compared with the monomer or initiator concentration. For example, for styrene
polymerizing at 60°C with benzoyl peroxide initiator, /pg i [as calculated from
Eq. (6.2.9)] is of the order 10~8 mol/L. As a consequence, in computing Ap,
numerically through its governing differential equation, the time increment A¢
must be chosen to be very small, which would mean that the numerical
determination of reactor performance requires a great amount of time for
computation.

6.2.1 Moments of Radical and Dead Polymers [12,13]

In order to reduce the computational load, the following moment equations are
developed as an alternative to attempting to solve a large number of coupled
ordinary differential equations (governing mole balance relations for various
species). Within the reaction mass, we have molecular-weight distributions of
radical and dead polymers; as a result, we define moments for these separately, as

follows:
0 .
= n[P), i=0,1,2,... (6.2.10a)
n=1
o0 .
i = 2. n'M,], i=0,1,2,... (6.2.10b)

n=1

Zeroth, first, and second moments (i =0, 1, 2) are usually important; as a
consequence, this section focuses on these moments only. In Chapter 5, we
derived the mole balance for P,,; it is summarized in Table 6.1 for easy reference.
The moment equations are easy to derive from the mole balance, and they are also
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TABLE 6.1 Mole and Energy Balance Relations for Species in Batch (or Tubular)

Reactors Used for Carrying out Radical Polymerization

MWD Relations

Initiator, I,

d[l
o= oty m
dl
7= Yl — L] = k{1M]
Polymer radicals, P,
d[p \
AT KM~ B M~ i, + Kl + 1 — [P1D @)
d[P,
% = M]{[Pn—l Pn]} (ktc + ktd)/“PO[Pn] + ktrs[S][P ] n= 2 (3)
Monomer, M
dM] _
o = kMl @
Transfer agent, S
d[s )
A SV s
Dead polymer, M
dM,] k"=
o B S P )+ KlP i+ KaISIPL 22 ©
Energy balance
dT o 4UF
pXTE dt - (_AHr)kp[M]/“PO - T(T - Tw) (7)
Moment Relations
Radical polymers
di
0= kM) = (ke + k)i (8)
di , ,
7})1 = ky[IJ[M] + k,[M]ipy — (ke + kia)Apodpy — Kies(Zp1 — Apo)[S] ©)]
di ) , ;o
Ttpz = kg [1J[M] — ks (Apy — Apo)[S] + &, [MI(22p1 + Zpg) — (ke + ki) ZpoAp2(10)
Dead polymer
di ke )
dl;/l() = (Ql’ + kd>)1’0 + ktrs[s]/LPO (11)
d/“MI )
= (ki + kia)Apo/p1 + kiss[S1 ey (12)
di o )
7 = (ke + ka)Upodalin) + kil = [P1]) + ki [S1p2 — [P1]) (13)

Note: U = overall heat transfer coefficient; T, = coolant temperature.
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given in the table. In the following, we demonstrate the technique by deriving
generation relations for /Ipz and Ayp:

djpz ioz ]

= k1M ] + kp[ H2°[P\] 4 3°[Py] + - -}
—k,[MI{[P,] + 2°[P,] + 3°[P5] + - - -}
+ ks [SH{ Zpo — [Py] — 2°[P,] — 3%[P3] — 4°[Py] — - - -}
— (ke + ki) Apo{[P1] + 2°[P,] + 3°[P3] + - - -}
ki (11 [M]

=+ k,[M] Z{(” + 1) —n }[ ] +ktrs[s]{/1}’0 - /1})2}

— (ki + kia)Apo/pa
=k [1IIM] — &y [S1(Apy — 4p0) — (ke + kig) ApoZp2

M] Z(2n + D[P,]

= ky[1[M] — kis[S](4p2 — 4po) — (kickia)ApoZp2
k,[M](24p, + Zp ) (6.2.11)

which are the same as those given in Table 6.1. Similarly, for 4,,,, we have

dt dtnzzn M,]
Ko Z Z AP,— ]+ Kapo Z n*[P,] + kis[S] ;nz[Pn]
(6.2.12)
However, we know that
> 2 P, 1= S[R3 (n-+ 1P,
= [P + 2+ 200)[P]
n=1 r=1

= ;[Pn](nzflpo + Zpy + 2n/py)

= Jpo 21”2 1+ Zp, Zl[Pn] + 24p; ;n[Pn]

= /Lp2/1p0 + }n})z/’{po + 2)42)1 (6213)
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Therefore, 4y, is given by

diyp ke A ﬂ
% = 71 (2 Aipo + 2231) + kiglpo(py — [P1]) + kigs[S1(Apy — [P1])
(6.2.14)

We have already observed that, in radical polymerization, after the monomer
reacts with primary radicals I, P; grows very quickly (due to a large &,) to give a
high molecular weight. This means that the concentration of P, is always very
low, and the following inequality holds:

Apy + Ap1 3> g [P] (6.2.15)

We subsequently assume the validity of steady-state approximation for primary
radicals I, which gives the following:

M — o~ kvim = o (6.2.16)
The use of Egs. (6.2.15) and (6.2.16) gives the moment generation relation for
Anp as written in Table 6.1.

The various differential equations of Table 6.1 are nonlinear and coupled,
and, in principle, they must be solved numerically, which takes excessive
computational time. For isothermal reactors for time-invariant rate constants, it
is possible to derive a complete analytical solution, which is given in Appendix
6.1. However, actual reactor performance is always nonisothermal; in addition,
rate constants (particularly &, and k) are dependent on reaction parameters in a
very complex way. Tables 6.2 and 6.3 show the physical properties and rate
constants for polystyrene and polymethyl methacrylate systems. Several research-
ers have attempted to solve for the reactor performance for these systems, and all
of them have reported that the differential equations of Table 6.1 (along with the
energy balance relation) take excessive computational time. The following
discussion minimizes this problem by using the isothermal solution presented
in Appendix 6.1.

The standard method for solving a set of ordinary differential equations is
to use a fourth-order numerical technique. The total time is divided into small
increments of time, At (the flowchart of the computer program is given in Figure
6.2). In any given time increment, A, the temperature (7), rate constants (k;, ,,
and k), and concentration ([M]; [I,1; [S]; Zpgs 4p1> and Zps; Anigs Ami»> and Ayp)
are assumed constant over At and their next incremental values are calculated by
treating the differential equations as difference equations. As a result, in the
Runge—Kutta technique, the choice of incremental time is crucial and the
numerical solution tends to diverge if Af¢ is not chosen small enough. One of
the ways of overcoming this difficulty is to keep reducing Az until the numerical
solution becomes independent of it. This is called a stable solution.
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TABLE 6.2 Parameters Used for Simulation of Polystyrene Reactors

9577.287
f=—12.342396 + — "~ k= __dnDy
Dy + ki lob;
1743120.6
T . k,0Do

P Doy + kyo + 290,

py = 924 —0.918[T (K) — 273.1]g/L  E, = 31.1 keal/mol
pp = 1084.8 — 0.685 [T (K) — 273.1]g/L E, = 7.06 keal /mol

¢ = 1Pu = el E,, = 1.68kcal/mol
Pp
Tep =373.1K E,, = 12.5916kcal/mol
ky =2.67 x 1013 sec™! B=0.02
kyo = 1.051 x 107 L/mol sec g =0.1
11.0614 x 103
ko = 0.0 0, =123421 x 107 exp<T>
2.81437 x 10~ 22.8488 x 10
ko = 1.26 x 10° L/mol sec 0, = {7X} exp<7x>
(] RT

ko = 2.31 x 10% L/mol sec
23031 — ¢p)

kit S d 24 A =0.091678 — 1.142 x 1075 (T — 373.1)
"7 4+ B(1 - ¢p) ( )

Source: Ref. 12.

Note that the temperature is assumed constant in the Runge—Kutta
technique between any time increment Af¢. Thus, instead of using a difference
equation, we can easily use the integrated equations of Appendix 6.1. The
flowchart of such a computer program is given in Figure 6.3. Results thus
obtained are inherently stable, and there is a general insensitivity to the choice of
At. The increment in temperature can be determined from the solution of the
following energy balance equation:

dT

4U
o= (—AH,)k,[M]Apy — 3(T -T,) (6.2.17)

rC,

where —AH, is the heat of the reaction, U is the overall heat transfer coefficient,
and 7, is the coolant temperature. This can be rearranged using Eq. (6.1.26) and
may be written as

dy

Dt By =ae (6.2.18)
X
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TaBLe 6.3 Parameters Used for Simulation of Poly-
methyl Methacrylate Reactors

f =0.58 (AIBN)
pap = 0.9665 — 0.0011[T(K) — 273.1] g/em’

pp =12g/cm’
e =0.1946 + 0.916 x 1073[T(K) — 273.1] g/cm’
Tp =387.1K

ky = 6.32 x 10" min
kyo = 2.95 x 107 L/mol min
ko = 5.88 x 10° L/mol min
ko = 0.0

ke = 0.0

Ey = 30.66 kcal/mol

E, = 4.35 kcal /mol

E,. = 0.701 kcal/mol

B =0.03

g =10

0, = 666.37 x 10*1622exp{(24.455 x 10%)/1.987T}

= % exp{(35.5481 x 10°)/1.987T}
2lo

A =0.15998 — 7.812 x 107 (T — 387.1)

Source: Ref. 12.

where

y=T-T, (6.2.19a)

X=2,-Z (6.2.19b)
8U

f=—-—— (6.2.19¢)

D,C, fkiZ,

o — (TAH)MIgm (6.2.19d)

rC,

The integrating factor of Eq. (6.2.18) is ¢/ and, using the initial condition
T =T, at X =0, we obtain

e—"Z~2) we—P-2)
T—T,=————+ (T, —T,)e "% —

This result has been built into the algorithm of Figure 6.3.

(6.2.20)

Example 6.3: It is desired to manufacture polymer of constant molecular weight
in free-radical batch polymerization. How would you achieve this?
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Initial values

(ML A A

A’pz
‘a'mﬂ‘ ‘lml » 'lm?., [12]

System parameters
T, ll(po, kr(}! kd‘)‘ H
AH,, €, T, dia.

Compute
b from Eq, {(A6.1.9%)
Z; from Eq. (A6.1.14)

-

Compute

A pg. Zy from Egs. (A6.1.16) and (A6.1.14)

[M] from Eq. (A6.1.26)

Ao from Eq. (A6.1.24)

lph lﬂ from Eqs. (Al) and (A3} of Table A6.1

An At A from Eqs. (AS), (A6), and (AT) of
Table A6.1

!

Estimate ternperature using

Eq. (6.2.20)

l

Update variables, estimate rate
constants at new temperature

No

Yes

OuT

Chapter 6

FIGURE 6.2 Flowchart of computation using an analytical scheme for free-radical

polymerization.
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Initial values

M, P C.Cy

A Aga Ag

Parameters

ko. kl' kz.f. ("b’ AH, w, elc.

t=0

=

Use Runge-Kutta method to
solve halance equations (Table 6.1) for [Ig). A .
‘lpl’l;ﬂ' A‘ml]'lml"l and T |

mlt

{

Update variables, estimate rate
constants at new temperature

FIGURE 6.3 Runge-Kutta scheme for free-radical polymerization.

Solution: From the balance relations of Table 6.1, we have

d[M] :
7k —k,[M]/py
dT 4U
Pcp = dar = (_AHR)kp[M])“PO - E(T —-T,)
d
pCy == = 2flls] = (ke + kig) o
_ kM]
" 2kt;“PO

For constant u,, Ap, is constant and is given by

k,[M]

o= 2kt:un
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Therefore,

dM] _&IME 8 o

dt 2k, 1M
or

1 1

———=Ct

VNIV
or

Mo

Ml=—-+—7"—

M= e My
The energy balance equation is given by

dT _ (+AH)k,[MJ Wor_r,

Porar =7 2k, D w

or
2
dr AH, k, M, —ﬂ(T— T)

dt — pC, 2k, {1+ C[Mlyt}> PP

which can be integrated analytically.

Example 6.4: In order to analyze equilibrium radical copolymerization of
monomers A and B, we define species N, , which contains m units of A and n
units of B. Determine the MWD, N, ..

Solution: The mechanism of polymerization in terms of N,, , can be written as

K
1+A=N,,

K,
1+B=N,,

KA
Nig+A=N,,

Kp

Ny +B=N;,
Ky

Nog +A=N;,

K
Ny +B=N,,

Kp

Nypo1 +B=N,,

m
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We have

Ny o = K4[T[A]

No,; = Kp[1][B]

N, o = K\K, AT

Ny = (KiKp + KpK )I[A][B]

Ny, = KpK[T[B)

Ny o = K{KZAT

N1 = K4QK Ky + KK )AL [B]
Ny 5 = Kp(Ki K + 2K3K TAIBP
Ny 3 = KpK[1][B]

By induction, one can write

n
~— K™ Ky~ (mK K + nK;K )[A]"[B]"

N =
mn (m+n)
We define
K/ 7
a=-4, b= Ky
K4 Kp

o= K,[A] B = Kp[B]

in terms of which

(m+”)

m

== 2 [M(ma+nb)d"f", m+n>1
m-+n

N,

m,n

Example 6.5: Prepare a computer program to determine the polystyrene reactor
performance using the semianalytical technique [equations of Table A6.1 and
Eq. (6.2.20)]. Use the data given in Table 6.2.
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Solution: This is quite straightforward. Equations of Table A6.1 are in the Z
domain, whereas the computations are required to be carried out in the time
domain. In the program, we can choose the increment AZ as 0.001. Because rate
constants change with the time of polymerization, the corresponding incremental
time is calculated using

- 2In(Z,/Z,)
S

The results of simulation have been plotted in Figure 6.4 for [M] and 7, Figure 6.5
for Apy and Ay, and Figure 6.6 for 1y, and 4y;,. We have also calculated results
using the Runge—Kutta technique and compared the computations in these
figures. We find that the results from the semianalytical technique are inherently
stable, whereas those from Runge—Kutta require excessive computational time.
For certain choices of Af, there is a numerical overflow. Results from both
of these techniques are identical until the thermal runaway conditions are
encountered.

At - (tz - tl)

6.2.2 Control of Molecular Weight [8-13]

Designing a reactor for low-molecular-weight compounds involves deciding the
residence time such that the desired conversion is obtained. In polymer reactors,
on the other hand, it is necessary to attain not only a given conversion, but also a

______ Runge-Kutta, Ar = 0.0001
Model, Az =02
- 430
a {410 %
Ei 3
Eu 130 &
Z 1370 B
7 330
- 330
0 N L 1 | 1 | | L n
0 2 4 6 8 10 12

Time {min}

FIGURE 6.4 [M] versus time for nonisothermal polymerization with gel effect. Aster-
isks indicate numerical instability.
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== == Runge-Kutta, Ar = 0.0001
— Model, Az =02

_ lo(l

—102

107 %
‘_<E

Time (min} ———-

FIGURE 6.5 Total moles of polymer radicals versus time for nonisothermal polymer-
ization with gel effect. Asterisks indicate numerical instability.

well-defined molecular weight of the polymer formed. In this context, the control
of molecular weight becomes extremely important.

In Chapters 3 and 4, we noted that the rate of step-growth polymerization
becomes diffusion controlled at advanced conversions and, in turn, the polymer-
ization progresses at a slower rate. Because y, depends solely on conversion, the
onset of the diffusional resistance delays only the attainment of the final
conversion. Therefore, the control of molecular weight in step-growth polymer-
ization implies the regulation of the final conversion in the product stream of the
reactor.

As opposed to this, gel and glass effects are observed in radical polymer-
ization. These effects lead to a marked increase in the average molecular weight
of the polymer formed. Radical polymerization differs from step growth in that, in
the former, the average molecular weight as well as the final conversion must be
controlled individually. The control of the molecular weight in free-radical
polymerization beyond the gel effect can be achieved by the following methods:

1. Increase of temperature of polymerization
2. Increase of monomer concentration, initiator concentration, or both
3. Method of weak inhibition
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———- Runge-Kutta, Ar = 107*

— Model, Az =02
107 | - 108
102 4107
10t - 108

Ayl ———me
lmz'—-—-—r"’—ﬁ

S

1'*
100 - — J410°
a"
-t
-"

10 - - + 10t

10-2 . 1 . 1 ! L . 103
0 4 8 12 14

Time (min)

FIGURE 6.6 First and second moments of polymer formed versus time for nonisother-
mal polymerization with gel effect. Asterisks indicate numerical instability.

4. Use of a transfer agent

The effect of the polymerization temperature on the number-average molecular
weight can be seen from the following expression:

ky M]

_r U] 6.2.21
{fk,kl }1/2 []2]1/2 ( )

My =

It has been shown that k, reduces considerably faster than the rate constants &,
and & when the gel and the glass effects set in. It can be inferred from the
numerical values of the activation energies that £; is much larger than £, and E,.
Therefore, an increase in temperature would cause an increase in k; much greater
than the corresponding increase in k, or k, and would lower . This is precisely
what is required to control the molecular weight beyond the gel point. The
increase in temperature helps in controlling the yu, not only by increasing 4; but
also by lowering the viscosity of the reaction mass, which, in turn, reduces the gel
and glass effects. It is indeed possible to choose the temperature sequence in a
tubular reactor such that a perfect control of the molecular weight is achieved.
Finding this temperature sequence requires the following information:

Copyright © 2003 Marcel Dekker, Inc.



Reaction Engineering of Chain-Growth Polymerization 273

1. Variation of rate constants with temperature

2. Variation of the viscosity of the reaction mass with conversion and the
gel and glass effects

3. Variation of the viscosity of the reaction mass with temperature at a
given conversion

Several theoretical and experimental studies have accounted for the gel
effect, and, in them, the optimal temperature is determined for a given initiator
concentration to minimize the residence time of a batch reactor. The optimal
temperature profiles for various initiator concentrations for methyl methacrylate
(MMA) polymerization, leading to a fixed u} of 5000, have been developed. It
has been recommended that high isothermal temperatures be used for large
concentrations of the initiator. For small concentrations, on the other hand, the
temperature must be increased significantly with the time of polymerization. As
the final molecular weight of the polymer (1¥) is increased, it is necessary to have
lower temperatures. This is reasonable because as the temperature is reduced, the
molecular weight of the polymer increases even though the rate of polymerization
falls.

6.3 COPOLYMERIZATION [14-25]

As pointed out earlier, several instances arise in practice where two different
characteristics (e.g., the rubberlike characteristics of polybutadiene and the
glasslike property of polystyrene) may be required in the final polymer. In such
cases, butadiene and styrene are polymerized together, and the resultant polymer
exhibits properties between those of the two homopolymers. The polymerization
of two or more monomers is called copolymerization and the resultant polymer is
called a copolymer.

In practice, the choice of monomers for copolymerization should be such
that all of them will respond to the catalyst system used for copolymerization. In
cases where any of these monomers does not respond to the catalyst, that
particular monomer is not incorporated into the copolymer. Thus, a monomer
(e.g., styrene) that polymerizes by the radical mechanism does not copolymerize
with a monomer such as e-caprolactam, which homopolymerizes by the step-
growth mechanism.

In the analysis of copolymerization, there are two quantities of interest [14—
16]. The first is the overall rate of copolymerization, and the latter is the average
distribution of the monomer in the final polymer chain. Chapter 1 has already
shown that monomers may be distributed randomly on the chain, may occur in
blocks, or may alternate regularly [17—19]. In this chapter, we discuss the random
copolymers only. The following analysis presents the copolymerization of two
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monomers that undergo radical polymerization. The analysis can easily be
adapted for copolymerization of more than two monomers.

In general, two monomers, M; and M,, homopolymerize at different rates.
Thus, the rate of addition of M, to a polymer radical having M, at its end is
different from the rate when it adds onto a radical with an M; end. In random
copolymerization, polymer chain radicals are formed with M, and M, randomly
distributed. Strictly speaking, all of these chain radicals are different (e.g.,
M, M,M, M, is different from M;M,M;M,). The equal-reactivity hypothesis
states that, for similar chains, the reactivity is independent of the chain length and,
therefore, cannot be applied to the copolymerization rigorously. In general, the
reactivity of a particular chain radical depends on not only the terminal
monomer’s unit but also the monomers attached before it. The effect of the
previous monomers on the reactivity is called the penultimate effect. It is possible
to figure this mathematically, but we avoid this step in order to simplify the
mathematics in the analysis presented here. In the first approximation, it is
assumed that the reaction rate constant is determined entirely by the terminal
monomeric unit. Thus, chain radicals need to be distinguished from each other
based only on the terminal units. In the copolymerization of M, and M,, we need
to distinguish two kinds of chain radicals having structure M; and M,. These are
designated as P, and P,, respectively.

For radical copolymerization of M; and M,, the mechanism given in
Chapter 5 for homopolymerization can be extended easily for all of the
elementary reactions, resulting in two initiation, four propagation, and three
termination reactions, as follows:

Initiation
k
I, — 21 (6.3.1a)
k;
M, +1—P, (6.3.1b)
k,
M, +1—>P, (6.3.1c)
Propagation
k
P, + M, - P, (6.3.1d)
kp
P, +M, 5P, (6.3.1¢)
kp
P, + M, =P, (6.3.1f)
3
P, +M, > P, (6.3.1g)
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Termination
ky
P, +P, 5 M, (6.3.1h)
k .
P, +P,—5M, (6.3.1i)
k .
P, +P, -5 M, (6.3.1j)

The desired quantities, 7, and the monomer distribution on the polymer chain
can now be found as follows. The mole balance equations for M; and M, are

dM

B [dtl] = Fon [P IIM{] + K [P ]IM ] (6.3.22)
dM

- [dtZ] = kol PHIM] + [P ]IML ] (6.3.2b)

In writing Eqs. (6.3.2), the small consumption of the monomers by reactions
(6.3.1b) and (6.3.1c) has been neglected. Dividing Eq. (6.3.2a) by Eq. (6.3.2b)
gives

dM,] ki [PJIM ] + K [P5][M;]
dM,]  ky1o[Py1IMo] - K, [P ][M,]

(6.3.3)

Whichever monomer is consumed by way of copolymerization appears on the
polymer chains. Because the addition of these monomers is a random process,
the relative rates of consumption [given by Eq. (6.3.3)] should be the same as the
relative distribution of monomers on polymer molecules on the average. There-
fore, if a differential amount, d([M,;] + [M,]), of the reaction mass is polymerized
in time dft, then, on the average, the number of molecules of M, and the number
of molecules of M, on a small length of chain formed at that instant are in the
ratio (d[M,]/d[M,]). The differential polymer composition, F, is defined as

Fl=—— 1" _—1_F, (6.3.4)

It is possible to relate F; to the average composition, f, of the unreacted
monomer in the reaction mass, defined by

M;]

N = )+ M)

=1-4 (6.3.5)
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In Eq. (6.3.3), [P,] and [P,] are not known. Because these are intermediate
species, they can be evaluated using the steady-state approximation. The balance
equations on P, and P, are

d[P
%£:0=kﬂmMﬂ—@hdhf+hummm]
— k1 [Po]IMy] + &, 1o [P IM, ]} (6.3.6a)
d[P
[dt2] =0 = kp[T[My,] — {2k [P,] + kyp[Py][P,]

+ a1 [P2lIMy] = k1o [P ]IM, ]} (6.36b)

In these equations, the propagation terms due to reactions (6.3.1e) and (6.3.1g)
are much larger than the initiation and termination terms due to reactions
(6.3.1a)—(6.3.1c) and (6.3.1h)—(6.3.1j). Therefore, Egs. (6.3.6) give

ky12[P1]IMa] = k1 [P2]IM ] (6.3.7)
Equation (6.3.7) can be substituted into Eq. (6.3.3) to eliminate [P,]/[P,], as
follows:

diM] ki IM{IIP1/Py] + K [M ]

dM,] ky12[Ma][P11/[P2] + &,20[Ms]
d[M,] _ (ko1 / k1211 MM 1/ [M] + Kippi [M ]
dMy] (ky12/ k1) [IML]IM 1/ [ML] + kpppa[M, ]
_ M, ]/[M;] {r (M;] n 1}
M /I +r, | M]

where

kpll

ry = (6393)

Ko

12

kp22

kp2 1

(6.3.9b)

ry =

This is sometimes called the Mayo equation. F'; can now be written in terms of
[M,] and [M,]:

d[M,] dM,]/dp[M,]

= = 6.3.10

T IMGT] T @M1/dIM,D (6.3.10)
Substituting Eq. (6.3.8) into this equation gives the following:

(IM,1/IMD{ T + 1 (IM,1/IM,D /{2 + (IML]/ M) } (6.3.11)

P (M/IMGD{T + A (MM /s + (ML 1/IM)))
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Equation (6.3.5) gives

%zlfflﬁ:% (6.3.12)
Substituting into Eq. (6.3.11) yields
F B )
ry+ 204 /1) + (k)
nJfi +hh (6.3.13)

Cn R+

Thus, the differential polymer composition, F|, is related to the monomer
composition, f}, in the reaction mass at that instant. This relation has been
obtained through the use of the mechanism written in Egs. (6.3.1). The
parameters »; and », measure the relative preference that the polymer radicals
P, and P, have for the two monomers M, and M,. If k,,, and &, are zero, the
resultant polymer has an alternating sequence of M; and M, on the chain. If &,
and k,, are zero, then there is no copolymerization, and the resulting polymer
consists of two homopolymers. If, however, monomers M; and M, display equal
relative preferences for P; and P,—that is, if

kot ko
ﬁ = é (6.3.14)
then
rr, =1 (6.3.15)
and Eq. (6.3.13) reduces to
nfithh __ _nh (6.3.16)

F, = =
TR fihtnfE nfith

Equation (6.3.13) has been plotted in Figure 6.7 for different values of | and r,
and in Eq. (6.3.16) in Figure 6.8 for different values of »,. The relation between
F, and f|, as shown in these plots, is quite similar to the vapor-liquid equilibrium
relations. The vapor pressure of an ideal liquid behaves in the same way as the
copolymer monomer mixture composition in Figure 6.8. Accordingly, copoly-
merizations with 7,7, equal to 1 are sometimes termed ideal.

The overall balance on radicals can be written by adding Eq. (6.3.6a) and
(6.3.2b):

Je (M, ] + Ko [IM,] = 2,y [P + 2K, [PoT + 2k,[Py ][] (6.3.17)
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FIGURE 6.7 Plot of Eq. (6.3.13) for different values of ; and r,.

The balance on primary radicals, I, reduces, under the steady-state hypothesis, to

2kq[1,] = ki [1IM] + A [T][M, ] (6.3.18)
and Eq. (6.3.17) then simplifies to

2k [Py + 2k [Po]” + 2k,1,[Py1[P,] = 2k,[1] (6.3.19)
or

[PJ = filla] (6.3.20)

ki1 + ko ([P,1/[P1]) + ko ([P,)/[P1])

Equation (6.3.7) gives the following:
k(1]
kit + ko (ky12[Ma]/kpp  [ML]) + kzzz(k,fn[MzF/k;m[M1]2)
(6.3.21)

[P, =

Similarly, [P,] can be found. The overall rate of polymerization, r,,, can be written

1y = kp11 [P1IIM] + Koo [Po][My + £y 1o [P1]IML] + Ky [Po]IM ] (6.3.22)
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FIGURE 6.8 Incremental polymer composition F, versus f; for ideal copolymerization.

In Eq. (6.3.22), [P;] and [P,] can be eliminated from Eq. (6.3.21) and 7,
(sometimes called the Melville equation) can be found:

ek} A IMT + 2IM, JIM,] + r[M,
B 1
PO R ]+ 2¢r 6,/ IMLTIMy] + (8/6,)(ra M)
(6.3.23)
where
201"
5 = i kz’“} (6.3.24a)
pll
2.1
S, =152 (6.3.24b)
kp22
¢ =t (6.3.24c)
bk o

The values of r, and r, for various monomer systems undergoing radical
copolymerization have been compiled in the Polymer Handbook [20]. The
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experimental determination of 7, and r, is usually tedious and sometimes requires
a careful statistical analysis, but all of the measurements reported belong to short
times of polymerization, where the gel effect does not exist. It is expected that ;
and r, will change when the propagation rate constants begin to be affected by the
glass effect [21-23].

The Melville equation for the rate of copolymerization [Eq. (6.3.23)] has
been applied to several systems with ¢ as a parameter. Calculations carried out
based on the molecular-orbital theory lead to a theoretical value of ¢ = 1, which
is contrary to experimental findings in which ¢ has been reported to take on any
value. In the copolymerization of styrene with diethyl fumarate at 90°C shown in
Figure 6.9, ¢ = 2.0 is found to fit experimental data. The value of ¢ is also found
to depend on the temperature, as shown in Figure 6.9, in which ¢ = 7.5 is found
to describe experimental data at 60°C. Furthermore, the value of ¢ depends on
the monomer ratio for some systems, as has been shown for styrene—methacrylate
systems in the literature. Only very few studies have reported the changes in
01, 05, and ¢ after the gel effect sets in.

If a mixture of monomers M, and M, is copolymerized from some initial
concentrations [M,], and [M,],, respectively, to some final concentrations [M; ]

Rarc nvLss % 10

Mol % styrene in feed

FIGURE 6.9 Copolymerization rate at different mole fractions: x, styrene and diethyl
fumerate at 90°C giving ¢ = 2; o, styrene and diethyl fumerate at 60°C giving ¢ = 7.5.
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and [M,], respectively, then Eq. (6.3.13), as such, does not give the overall
composition of monomers on the polymer chain. This is because [M;] and [M,]
change with time. To obtain the composition, we proceed as follows. If [M*] is
defined as

[M*] = [M;] + [M;] (6.3.25)

the average (i.e., the ratio of [M,] and [M,]) of a polymer chain can be found
when [M*] changes from [M]§ to [M]* by making a mass balance. If £}, is the
fraction of M, in the reaction mass initially, there are f;,[M]§N, molecules of M,
in the reaction mass (N, is Avogadro’s number) at the beginning of the
copolymerization. At time ¢, the number of unreacted molecules of M, in the
reaction mass is fj[M]*N,. The total number of reacted molecules
(IMJ§ — [M]*)N, of both M; and M, would show up on the polymer chain. If
F, is the average composition of the polymer chains at time ¢, then a number
balance gives

FoMIEN, = F\(IMJ§ — [MI*)N, + £,[M]*N,, (6.3.26)

7 _fo —A(MY/IM)
T = (IMI*/IMIR)

(6.3.27)

Equation (6.3.27) has been plotted in Figure 6.10 as a function of
(1 — [M]J*/IMI§). Here, 1_71 goes to zero as (1 — [M]*/[M]¥) goes to 1 because
styrene is more reactive (r; > 1, 7, < 1), but F; becomes 0.5 when an equimolar
ratio of two monomers is copolymerized.

In Eq. (6.3.27), [M]*/[M]§¢ is the independent variable that can be
determined from a plot of F| versus f; by making a number balance similar
to the derivation of Eq. (6.3.27). Suppose that [M]* changes from [M]* to
[M]* —d[M]* in copolymerization. Simultaneously, f; changes from f; to
fi —df;. The quantity fj[M]*N, is the number of molecules of M, before
d[M]* mol of the reaction mass copolymerize, and ( f; — df})((M]* — d[M]*)N,
is the number in the reaction mass after the copolymerization. The difference
between these quantities is the number of molecules of M, that appear on the
polymer chains. This balance can be written as

AIMIN, = Ny (i — di)(IMT* — dIM]) + (F, d[MT*N,,) (6.3.28)
Neglecting second-order differential terms, we obtain
dM] _ df,

= (6.3.29)
IMI*  F, =/
The equation can be integrated as follows:
[M]*) J " df,
In = (6.3.30)
([M]S‘ 1o F1 =N
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FIGURE 6.10 F, and F, versus {1 — [M]*/[M]}} for the styrene (1) and butadiene (2)
systems for ; = 1.39 and , = 0.78. Monomers are present initially in equimolar ratio.

If F, versus f; [Eq. (6.3.16)] is known, [M]*/[M]# can be calculated graphically
from Eq. (6.3.30) and F can, therefore, be evaluated from Eq. (6.3.27). Figure
6.10 has been generated in this manner.

It may be reemphasized that some of the important variables used to control
copolymerization reactors are the average composition of M; and M, and the
reaction temperature. The degree of polymerization of the polymer formed is not
as important—even though recent studies have attempted to focus attention on it.
Incorporation of the gel effect, copolymerization in CSTRs, and the determina-
tion of optimal temperature—time histories in batch reactors are some areas that
have received attention in recent studies.

Example 6.6: Anionic copolymerization involving monomers A and B have
been carried out using /., mol of initiators. Determine expressions for F; and the
rates.

Solution: In anionic polymerization, initiation is instantaneous, and in a short

times, there are 4y, mol of growing polymer anions. Let us similarly define P,
and P polymer anions having monomers and A and B at the growing ends. There
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is no quasistate and P, and Py grow according to following reactions:

fa

P,+A—>P,
iy

P,+B—>P;
kzl

P, +ASP,
k22

P; +B—>P;

At times 7 = 0, let their concentrations be 4y, and Ay, and at any other time,
/AL’AO and )“BO' Then,

2400 F 2800 = 440 + Ao = oo
The mole balance on 4, is given by

di i
ﬁ = ki2440[B] + Ky 2po[Al

A
= —(ki2[Bl + k1 [AD 249 + k1 [Aldgg = —C 449 + Codgo

If we assume [A] and [B] as constants, then this equation can be easily integrated
to

CyA
Ay = ZCOO + (const. exp(—C¢)

1

The mole balances of monomers A and B are

dlA

_% = kll)"OA[A] + kzliOB[A]
d[B]

— 7 = klz)\,oA[B] + kZZAOB[B]

and

_d[A] d[AT\ !
' = B (1 * m)
k1 204[A] 4 ky Agp[A]

ko AoalBl + kyyAgg[Bl + kyy Agu[A]l + Ky AgplA]

Example 6.7: For batch reactors carrying out radical copolymerization of
monomers A and B, one can use probabilistic arguments to determine average
number of A and B, N, and N per chain. Define relevant probabilities and
determine these.
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Solution: We define species P, , and Q,, , with growing and radical groups A

and B and each having m number of A and » number of B. The copolymerization
reactions in terms of these are

ko1

Pm,n + A— Pm+1,n

kplZ

Pm,n +B— Qn,m-H

Ky

P +A—P

m,n n+1,n

Ky

Pm,n +B— Qm,n+1
We have following probabilities:

Pa4: probability that P,, , adds another A
p4p: Pprobability that P, , adds another B
Pp4: Pprobability that O, , adds another A
ppp: probability that Q,, , adds another B

Then,
. knlAl s r[AVB] & rnfi/A=f) a «
A kn[Al+ kBl 1+71[A)/Bl 1+ A/(1—f) 1+a
_ kBl 1 _
Par = A+ kBl 1+rA/(0—f) 1+o
Similarly,

1 1
PoA = =/l +1 145

and

 on(-MIA B
PBE = Tl =R 1+

The probability of having exactly » units of A in a growing chain is

A, =Dia'Pas

anfl

T+
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The probability of having exactly » units of B in a growing chain is

B, = Ds5'Psa
ﬁnfl
i+ p
Ny=Ynd, =140

n—1

Ny=Y nB,=1+p

n—1

6.4 RECYCLING AND DEGRADATION OF
POLYMERS [26-33]

With increasing industrialization, production of polymeric materials have been on
the rise. Because plastics are not compatible with the environment, they do not
degrade easily. Polyolefins represent the largest groups of plastics and are mainly
used as packaging materials. After they are used once, they are thrown away and
treated as waste. Chemical recycling of plastics is being used increasingly in
recent years and is defined as the breakdown of polymer waste into materials that
are reusable as fuels or chemicals. There are several applications that require the
use of pure plastics and there are several other applications where mixed plastics
(e.g., composites) are used. In such cases, separation and purification of these into
industrially pure materials is critical to recycling of plastics [26-28].

It is desired to recover plastics waste and reprocess or use the product of the
reprocessing as raw material or fuel. Currently, plastics are subjected to any one
of the following options:

1. Plastics materials are dumped; however, with the increasing cost of
land, this is becoming uneconomical. In addition to this, there is total
wastage of the material and energy (assuming that the polymer could
be burnt as fuel) [29,30].

2. Plastics are recycled; but during the recovery stage, the polymers
(particularly in the case of mixed plastics such as composites) lose
quality and texture due to partial degradation, which invariably occurs
during the recovery stage.

3. The plastics are burned as a municipal waste in incinerators or in steel
plants. In this recycle technique, the energy of combustion is recovered
and utilized, but the material is lost.

There is considerable economic interest currently in the complete degrada-
tion of plastics and recover higher-valued products because of high dumping cost
and stringent legal requirements of pollution. Unfortunately, monomers cannot be
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recovered quantitatively from these mass-produced plastics, such as polyethylene
and polypropylene. Monomers have been, on the other hand, recovered from
speciality polymer such as polymethyl methacrylate (PMMA), polystyrene (PS),
and polytetrafluoroethylene (PTFE). Monomer recovery from PMMA is 97%,
whereas those from polystyrene is only 70%. In the earlier days, the pyrolysis
gave only 16% monomer recovery from PTFE, but after the advent of the present-
day technology of using a fluidized bed operating at 605°C, as much as 78%
PTFE has been recovered. In addition to thermal pyrolysis, alcoholysis has been
used for depolymerization of polyethylene terephthalate (PET) to terephthalic
acid derivates. However most of the chemical recycling processes rely heavily
upon the depolymerization of polymers at higher temperatures.

A major problem faced with all of these processes is the contamination of
used plastics and the uniformity of the type of the materials used. For example,
polyvinyl chloride (PVC) on pyrolysis gives out HCI, which corrodes the reactor.
Composites, particularly those involving metals, can also impair the reactor.
Therefore, used, mixed, and contaminated plastics must be mechanically as well
as thermally pretreated. In view of this, one of the possibilities of separation of the
polymer has been staged pyrolysis in which different components are depolymer-
ized one after the other with a temperature program. Below 300°C, the gaseous
decomposition product of PVC is largely HCI, which autocatalyzes the dehydro-
chlorination and also gives polyne sequences. In commercial PVC, the molecular
structure is predominantly a head-to-tail combination, but a few tail-to-tail
arrangement contributes heavily to its thermal instability. In addition to this,
the double bonds and branching also contributes to this instability.

Polymer degradation is an old subject and was studied mainly because
people wanted to know the limiting factor (loss of mechanical strength) in
different environments (the pH, temperature, pressure). Thermal degradation as a
technique was also utilized to determine the molecular structure of copolymers,
but now it has gained considerable importance because of recycling of polymers.

Degradation of polymer by heat in the absence of oxygen depends not only
on the temperature but also the molecular structure of the polymer. In Chapter 2,
we gave the mechanism of thermal degradation and showed that the polymer
degradation could occur from either (or a combination) of any other mechanisms
[31].

1. Elimination of low-molecular-weight compounds (such as HCI in

PVC)

2. Unzipping (sometimes called depolymerization) of monomers (as in
PMMA)

3. Cyclization (as in polyacrylonitrile)

4. Random scission of polymer chains (as in polyethylene)

5. Formation of specific molecular-weight compounds, sometimes called
specific depolymerization.
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The fifth mode of degradation is similar to the second one, except that in the
former, the compound formed is not the monomer. For example, in the case of
PS, the specific compounds formed are CgHg (styrene), CgHg - C3HO, and
CgHg(C3HgO),. In addition to this, PS undergoes random scission (or mode 4).
Also, the polymer radicals thus formed react with each other either through
combination or disproportionation reactions. If the radical center per polymer
chain is only one, linear (if it is at the chain end) or branched (if it is in the middle
of the chain) dead polymers are formed. However, if it is more than one per chain,
the final polymer is always a network.

Recently, there have been great efforts to find catalysts which would lead to
specific depolymerization. In this regard, polyethylene was depolymerized in the
presence of NO, O,, and N, (275kPa NO, 690kPa O,, and 3170kPa N,) to a
mixture of benzoic acid, 4-nitrobenzoic acid, and 3-nitrobenzoic acid [32]. In an
alternate work [33], zirconium hydride supported on silica alumina catalyst has
been reported, which, in presence of hydrogen, cleaves the C—C bonds of
polyethylene and polypropylene. The end products of the hydrogenolysis
of these polymers have been diesel and lower alkanes and is still a subject of
vigorous research.

6.5 CONCLUSION

In this chapter, we have considered the reaction engineering of chain-growth
polymerization. In order to manufacture polymers of desired physical and
mechanical properties, the performance of the reactors must be closely controlled.
To do this, various transport equations governing their performance must be
established, which, in principle, can be solved numerically. The usual Runge—
Kutta technique takes considerable computational time and, at times, gives
numerical instability. To overcome all of these problems, a semianalytical
approach can be used.

There are certain applications in which homopolymers or their blends are
not adequate. In such cases, copolymers are synthesized. In this chapter, we have
presented the analysis of copolymerization. By developing relations, the rate
of polymerization and the monomer distribution on polymer chains can be
determined.

APPENDIX 6.1 SOLUTION OF EQUATIONS
DESCRIBING ISOTHERMAL
RADICAL POLYMERIZATION

The mole balances for radical and dead polymers for batch (or tubular) reactors
are given in Table 6.1. We define concentration of polymer radicals, Apy, as

o0

Apg = 2 [P,] (A6.1.1)

n=1
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With the help of Eq. (2) of Table 6.1, we can derive an expression for the time
variation of Apg, as follows:

di
— = ll] — kg (A6.1.2)

When the gel and thermal effects are present in radical polymerization, the rate
constants &; and k, are dependent on temperature and monomer conversion and,
therefore, the above equation cannot be integrated. We show that Eq. (A6.1.2) has
a solution for constant values of &; and k, and then show that these results can be
naturally adopted in the presence of gel and thermal effects.

A6.1.1 Solution for Apg

The mole balance for the initiator given in Eq. (1) of Table 6.1 can be integrated
for time-invariant fk; as follows:

[L] = [Lle ™ (A6.1.3)

where [L,], is the concentration of the initiator at = 0. Let us now transform Ap
in Eq. (A6.1.2):

_ lady/dt

Apg = (A6.1.4)
kl‘
Substituting Eq. (A6.1.3) for [I,] in Eq. (8) of Table 6.1 gives
d*y _
5= 2k ke, [I,]pe (A6.1.5)
Further, we define x related to time of polymerization as
x = 2khallyloe 'y (A6.1.6)
This gives
dx
i —flix (A6.1.7a)
dy dydx dy
=z _ = —flox 2= A6.1.7b
dai = dedr = g ( )
d’y d (dy\dx
—=—=)—= A6.1.7
a2~ dx (dt) d (A6.1.7¢)
d d?
2. 4y 22047
= — — A6.1.
(S 5+ (Sl 3 (A6.1.7d)
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In terms of these, Eq. (A6.1.5) becomes

(fl)’x® d +(f ) x——xy 0 (A6.1.8)

We further transform x by

Z =2/bx (A6.1.9)
where
1\2
b= (ﬂq) (A6.1.10)
in terms of which Eq. (A6.1.8) reduces to
%-l-zd——(zz—()) =0 (A6.1.11)

For this equation, y has the solution
y=C1)(2) + C,K((2) (A6.1.12)

where /,(Z) and K(Z) are the modified zeroth-order Bessel functions and C; and
C, are the constants of integration. With the help of Eq. (A6.1.4), we can derive
Apo s

_JkZ1 dy _[fkZ CK(Z) — Ci1)(Z)
PO 2k ydzZ T | 2k CKy(Z) + CiIy(Z)
_JkaZ Ki(2) — C11(2)
T 2k, Ko(Z) + CIy(Z)

where C = C,/C,, which is to be determined by the initial conditions.
Let us assume that at # = 0, the concentration of polymer radicals is Apg,. In
the Z plane, time ¢ = 0 corresponds to Z;, given by

Zy = 2]‘]’%[112]0 (A6.1.14)
and C in Eq. (A6.1.13) is given by
o = KiZo) = @k[Py /1 Z0)Ko(Z))
1,(Zy) + k[Pl /K, Zo)y(Zy)
_ Ki(Zy)/11(Zy) — 28lKo(Z)/11(Zy)] (A6.1.15)

1+ A%0llo(Z0)/1,(Z))]
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where

J k
%y =20 — ) S — A6.1.16
G TA N (46.1.16)

Here, Zpg is the concentration of polymer radicals assuming the steady-state
approximation; it is given by Eq. (6.2.9).

The variation in the monomer concentration [M] is governed by Eq. (4) of
Table 6.1. We substitute Eq. (A6.1.9) into it to obtain

dM]  dM]dz  fkZ dM]

— = —=————=—k[M]
dt dz dt 2 dz kM1 2po
or
JkZ diM] fkZ\ K\(2) — CL,(2)
— —— =k M| | ——————— A6.1.17
2 dZ »M] 2k, ) Ko(Z) + Cly(2) ( )
dM] _ [M]k_p Ky(2) - CL,(2)
dz k, \Ky(Z) — Cly(2)
We substitute
u=Ky2)+ Cly(2) (A6.1.18)
which, on differentiating with respect to Z, gives
du
= —-K,(2)+ CL(Z) (A6.1.19)
Comparison of Eqgs. (A6.1.17) and (A6.1.19) gives
d
CTZ — K, (Z)+ CL(2) (A6.1.20)
which, on integration, leads to
dM] _ k,du
M] kyu
Ko(2) + Cly(z) 17"
M] = [M] [ (A6.1.21)
*|Ko(Zy) + Cly(Zy)

where [M], is the monomer concentration at t = 0 (or Z = Z)) and Z,, is defined
in Eq. (A6.1.14). The magnitude of Z, as defined in Eq. (A6.1.9), is very large.
For example, for methyl methacrylate polymerizing at 60°C with AIBN, [I,], is
equal to a 0.0258-mol/L initiator; the rate constants kk,, and k, are
0.475 x 103 min~!, 0.4117 x 10° L/molmin, and 0.20383 x 10'° L/mol min,
respectively. Taking the initiator efficiency f'to be 0.58, at time t = 0 we get b as
defined by Eq. (A6.1.9) and x, as defined by Eq. (A6.1.6) to be 1.3175 x 107 and
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2.8756 x 10*, respectively. Therefore, Z at time ¢ = 0 is given by Eq. (A6.1.14)
and is equal to 0.1231 x 107. Hence, the asymptotic expansion of Bessel
functions valid for large arguments (Z > 5) may be used. Neglecting terms
involving Z in the denominator, we get

K,(2) = Ko(Z) = %eﬂ (A6.1.22a)

L(2)=1,(2) = < (A6.1.22b)

1 — 10 - m .
Making use of these approximations for Bessel functions, C as defined by Eq.
(A6.1.15) is

C =ymne % (A6.1.23)
where

v = 1 — 2%

14+ 2%

Equation (A6.1.13) for Ap, may be written as

B (flq ) [K\(2)/((2)] — Cl11(Z)/1y(Z)]
PO\ 2kz 2k[Ky(2)/1,(Z)] + C

After substituting for C and Bessel functions, we get an expression for the time
variation of [P]:

P (kaZ> [l Z1 — e 2%=2)
PO 2k ) 2k + e 2%-2)
The quantities CI(z) and CI,(Z;) in Eq. (A6.1.21) for [M] are given by
-2
V2nZ

These may be taken as zero, because both Z, and Z are of the order 10°. Hence,
Eq. (A6.1.21) for [M] simplifies to

[M] = [M]ge "%~% (A6.1.26a)

(A6.1.24)

Cly(Z) = yme ™ (A6.1.25)

where

m =

'\"‘"u»

<

(A6.1.26b)

By making use of these expressions for [M] and Apy, we can obtain analytical
expressions for various moments of radical and dead polymer distributions. The
final results are summarized in Table A6.1.

Copyright © 2003 Marcel Dekker, Inc.



292 Chapter 6

TABLE A6.1 Analytical solution of radical and dead polymer moments

For k,., = 0,

trs

o (M] Mk,
=) +<(ng) o (A
where c,:% and Gy = o+ lngm—j;—l:aﬁl) (A2)
L k@) MG M>2_4k,,[Mlocz M)‘“”’”)
T2 [fhZCm—D\ML)  fkZm \M],

A3)

_ Ml (M), 2k, (Ml (M), Ml (M)Jrc*(M)”m
km =1 \IMly) ~ & Zy(m — D \IMly) ~ T=1/m (M, M)

where C* is a constant evaluated using the initial condition /,, = 7, at # = 0. Therefore,

we get
C*x—) 7fk1 (Zy+1) 4k,[M],C, 4k, [M],C;  2k,[M],
o w0 2k, flZy@m—1) " fkZym " k(m—1) (Ad)
2k,[M], [M],
kZom—1) 1= 1/m
= Okt k) k20020 - 2) - 200+ )+ 200+ PO 2EDY (AS)

om0 — Amoo =
m0 m00 4kpkt

, , k 1/m k
ot = o :E{cl (1-a) +mcz{1 - (&) ” 3@ -2+ @-2] 0o
. . 2% | G M| M)\ "
Am2 — Am20 7fkl [zmlzo {l - (m) ] +TZZO [1 - <%)
K \T1
+ (%) [E(zg —Z)+2Zy - 2) +ln<%)i|
206G [, (v 9&[ _ (M)}
T2, [l (o) el (o
G (fk M] Cofky M)
o G- ()} % [‘*(m) ]
Cofky [, (M1
"z, :1 (o) ”
k (mfk 1 2k, [M],C, M]\?
+k_,,<2k, L@ -#r+-2) _.kaZZ(Zm—l)[l_(m> ]
~ 4kp[M]0Cz - (M)H(l/m) B ka[M]O {1 B (M)}
flaZym+1) M] i(m — 1) M]
“izim=n1'~ (on) ) o (o)
ki Zy(m — 1) M/ | a=1/mp M,

. (M
+mC [u(m) ]) (A7)
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PROBLEMS

6.1. Suppose that two monomers responding to radical initiators are copoly-
merized in the presence of a transfer agent, S. Can you use Eq. (6.3.11)
for F,? If not, derive the corrected result. Find the overall rate of
polymerization.

6.2. If an inhibitor is used instead of a transfer agent in Problem 6.1, what
happens to the equation derived therein?
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6.3. Derive the equations that are parallel to Eq. (6.3.11) for cationic as well as
stereoregular polymerizations.

6.4. In writing Egs. (6.3.1a)+(6.3.1j), it was assumed that the effect of
penultimate groups on the reactivity is negligible. Suppose that this
effect cannot be neglected. In that case, we define species P;(AA),
Q;(BA), P,(AB), and Q,(BB). Now, write the kinetic mechanism of
copolymerization involving these species.

6.5. Find the size of the CSTR as well as the PFR for free-radical polymeriza-
tion of styrene to achieve a 60% conversion. Assume for styrene,
k,=145L/molsec, fk; =4.4 x 10 %sec™!, [M], = 8.93mol/L, and
k, = 1.3 x 10° L/mol sec.

6.6. It is well known that the flow is never a plug type in a reaction that is
carried out in a flow reactor. Instead, we find a parabolic flow profile. Find
the correction in the calculation when the flow is assumed to be a plug
type. What is the effect of the velocity profile on p,,?

6.7. An engineer suggests a sequence of two CSTRs such that the polymer is
separated from the monomer at the intermediate point. The monomer is the
ARB type. Would the separation of the polymer make any difference on the
total residence time? Would the separation affect the u,? If so, by how
much? Use the same numerical values as given in Problem 6.5.

6.8. Carry out the analysis in Problem 6.7 for the following cases also: (1) two
PFRs in sequence and (2) a CSTR and a PFR in sequence.

6.9. The text has assumed so far that the initiator concentration is constant in
the design of a CSTR (as shown here) for radical polymerization. In
general, this would not be so.

|MlT:]

—= | M|

Find [I,], [M], and u,,.

6.10. Consider the free-radical polymerization of a monomer in the presence of a
weak inhibitor (Z). The mechanism of the polymerization is given by the
following:

ki
I, —2I

k
I[+M—5 P,

kF
Pn+M_>Pn+1

k/
P, +P,—M,+M,+M,,,

k.
P+Z—5M,—Z
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6.11.

6.12.

6.13.

6.14.

6.15.

6.16.

6.17.

Chapter 6

Find an expression for 7 where 75 and r, are the polymerization rates in
the presence and absence of inhibitor. When the gel effect sets in, £,
decreases and Tps in turn, increases explosively. However, due to the
presence of inhibitor, the rate remains within bounds. Derive an expression
of u, and confirm through similar arguments that y, also remains within
bounds.

It is necessary to use the weak inhibitor method for controlling the
molecular weight of polymethyl methacrylate in batch bulk polymerization.
At 60°C k, is 580 L/mol sec, whereas the value of &, for terephthonitrile is
31.2. Assume that [I,] = 1072 mol/L and find 4%, in this problem.

In a CSTR, a vinyl monomer is polymerized at 60°C in the presence of a
weak inhibitor. Develop relevant equations when an inhibitor is used for
controlling the molecular weight of the polymer formed.

When the conversion approaches 100% in radical polymerization, we can
neglect the mutual termination compared with primary termination. Then,
the mechanism of polymerization is as follows and we cannot assume a
steady-state approximation:

ky
I, —> 21
k
I1+M—5P,
k,
P, +M—>P
3
P+1—5M,

The results have to be calculated in the time domain; what would be the
molecular-weight distribution of the polymer formed?

From the mechanism of stereoregular polymerization, find the molecular-
weight distribution of the polymer formed in a batch reactor.

In this chapter, only 4y, 4;, and 4, have been related to the generating
function. Find the general expression of 4; in terms of G(s, f).

Note in Example 6.4 that the moles of initiator consumed would be equal
to the total moles of polymer. If [I], is the initial concentration of the
initiator, find its concentration at the equilibrium.

For the N, , distribution in Example 6.4, evaluate 3 ° N, ., >, , mN,, ,,
> wn "Nos Yo Ny 3, 0°N,, o and Y, mnN,, .. Then, deter-
mine the following: '

(a) Average amount of monomer A in copolymer: P, =

(Zm,n mNm,n)/(Zm,n Nm,n)'
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(b) Average amount of monomer B in copolymer: Py =

(Zm n n m, n)/(Zm n - -
(c) Number-average chain length =P, + P;.

6.18. Continuing as in Problem 6.17, go on to find the following:

(a) Number-average molecular weight: M, = P,M, + PyMj, where
M, and My are the molecular weights of monomers A and B.
(b) Weight-average molecular weight M,
Mo = (1+O‘_ﬁ)M2+2(0<PB+BPA)MAMB+PB(1_O‘_ﬁ)Mz
! (PyM, + PyMy)*

(c) The mole fraction of A and B in copolymer, F, and Fj:

P,
Fi=—=1-F,
4=p B
(d) The weight fractions of A and B in copolymer, F,j and Fyy:
PM
Fogp=—->24 _—1_Fp
P My + PpMp

6.19. For the reversible anionic polymerization, the initiation step is fast, and the
following kinetic model may represent the equilibrium better:
K
A= p— Ny
K,
B —>N01
K,
Nio+A = Nag
KB
Nioy+B =N,y
KA
Nog+A 22N
Ky
Noi +B =Ny,
K,
Nm 1,n +A <—N
Ky
Nm n—1 +B < ]Vm n

Prove that

m+n
N, 27 (ma + by’ +n=>1

= ma + nb)o , m+n>
m,n (m+n)

Copyright © 2003 Marcel Dekker, Inc.



298 Chapter 6

where a, b, o, and f§ are defined as in Example 6.4.
6.20. For the MWD in Problem 6.19, find the information sought in Problems
6.17 and 6.18.
6.21. A variation of the equilibrium copolymerization model is as follows:
X
X,
B+A =N,
K
A+B =Ny
K
B+B =N,
K,
Nog+A Z2Ns
K,

Nyo+B <_—B>Nz,1
K,
N +A 2N,
KB
N, +B =N,
KA
Nmfl,n +A <:> m,n
Kp

N,

m—1,n + B (—Nm,n

Prove that the MWD is now given by

a (m+n—2 <a b m+n—2)
Nmn:_ —+ =
’ KA n KA KA n_l

b +n-2
(m " )}(x’”ﬁ", m—+n>2

T,

m

6.22. For the MWD of Problem 6.20, find all of the information sought in
Problems 6.17 and 6.18.
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Emulsion Polymerization

7.1 INTRODUCTION

Emulsion polymerization is a technique of polymerization where polymer
formation occurs in an inert medium in which the monomer is sparingly soluble
(not completely insoluble). Traditionally, water is the inert medium and the
initiator is chosen such that it is water soluble. Monomers undergoing step-
growth reaction do not require any initiation and are not polymerized by this
method. Emulsion polymerization is commonly used for vinyl monomers under-
going addition polymerization and, even among these, those that polymerize by
the radical mechanism are preferably polymerized by this method. Water-based
emulsions for ionic polymerizations are uncommon because of high-purity
requirements. This discussion is therefore restricted to the polymerization of
monomers following the radical mechanism only.

The water-soluble initiator commonly used is potassium or sodium persul-
fate, and the usual recipe for emulsion polymerization is 200 parts by weight of
water, 100 parts by weight of the monomer, and 2—5 parts by weight of a suitable
emulsifier [1,2]. The monomer should be neither totally soluble nor totally
insoluble in the water medium and must form a separate phase. The emulsifier
is necessary to ensure that the monomer is dispersed uniformly as in a true
emulsion [3-8]. The polymer that is formed from emulsion polymerization is in
the form of small particles having an average diameter around 5 um. The particles
form a stable emulsion in water. Their separation can be effected only through the

299
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evaporation of water, and once the water is evaporated, these particles coalesce to
a solid mass. The rate of emulsion polymerization, ,,, is found experimentally to
be much greater than that for the corresponding bulk polymerization, and the
average molecular weight of the polymer formed is simultaneously very high—a
property that is not achieved in bulk polymerization.

7.2 AQUEOUS EMULSIFIER SOLUTIONS

Emulsifiers are known to play a very important role in emulsion polymerization.
To appreciate the role of an emulsifier, we must understand the physicochemical
properties of emulsifier solutions. When an emulsifier is dissolved in water,
several physical properties of the solution (e.g., osmotic pressure, conductivity,
relative viscosity, and surface tension) change. Figure 7.1 shows these changes as
a function of the molar concentration of the emulsifier. Beyond a particular level
of concentration, there is a sudden change in the slope of these physicochemical
properties, as shown in the figure. This concentration is called the critical micelle
concentration (CMC).

An emulsifier molecule consists of a long hydrocarbon chain, which is
hydrophobic in nature, and a small hydrophilic end, as shown in Figure 7.2. For
very small concentrations of the emulsifier, molecules of the latter arrange
themselves on the free surface of water such that the hydrophobic ends point

Dsimotic press

1 .
1 High-lrequency R_clam_*;:
L : conductivity ICOSILY
I
|
I
|
|
I
|
I -
\ Conductivity

Surface tension

Molar concentration

FIGURE 7.1 Changes in physical properties of water as a function of the concentration
of the sodium dodecyl sulfate emulsifer.
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outward and the hydrophilic ends are buried in the water. In this way, the total free
energy of the system is minimized. When more molecules of the emulsifier are
present than necessary to form a monolayer on the free surface, they tend to form
aggregates, called micelles, so as to minimize the energy of interaction. This
aggregate formation starts when the emulsifier concentration increases above the
critical micellar concentration. The idealized lamellae and spherical aggregates
are shown in Figure 7.2. Beyond the CMC, the emulsifier molecules stay
primarily in micellar form. These micelles are responsible for the changes in
the physical properties that can be observed in Figure 7.1.

When an emulsifier (or detergent) is added to water and a sparingly soluble
monomer is dissolved, the solubility of the monomers is found to increase. The
apparently higher solubility is attributed to the presence of micelles, which really
become a kind of reservoir for the excess monomer, as shown in Figures 7.2b and
7.2c. At the beginning of the emulsion polymerization, therefore, an emulsifier
acts as the solubilizer of the monomer, thus giving a higher rate of emulsion
polymerization.

o
5’- Hydrophobic chain

Hydrophilic

group

(¢e) An emulsificr molecule

AR

Momomer

bbb

Waler

W:IICI'I‘F ? ? (P ?

emulsifier  Monomer

+
MONOmaer é" é’ ('> $

Water

A

Monoimer
Lol L5444

{F) Lammellar micelles in water and monomer sojution

emulsifier

- o— =0 O— 0
— o= -0 = =0
o o—— o— —0

i
b
Water + ?
L
7

O\T/O O\TM:)m?um j
L T

(¢} Spherical mivelles in water and monomer solution

FIGURE 7.2 Schematic representation of micelle formation in emulsion polymeriza-
tion.
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7.2.1 Polymerization in Water Emulsion

It may be recognized that the water-soluble initiator (say, sodium persulfate)
decomposes to give a hydrophilic radical that cannot enter the monomer phase
due to thermodynamic constraints. We have already pointed out that the monomer
is sparingly soluble in the aqueous phase, which means that once initiation occurs
in water, the polymer radical begins to grow in chain length. If the polymer
radical grows to a certain critical chain length (say, »*), it nucleates into primary
particles, but in the meantime there is a finite probability of being trapped by
monomer-swollen micelles, already-existing polymer particles (through coagula-
tion), or monomer droplets. If the radical is trapped in a monomer droplet, the
monomer—water equilibrium is totally disturbed, and there is a tendency to eject it
and form a smaller monomer droplet and primary particles, as shown in Figure
7.3. Primary particles can similarly be formed from the monomer-swollen
micelles.

When emulsion polymerization is started, physical changes occur in the
medium as the reaction progresses. For example, it is found that beyond about 5%
conversion, the surface tension increases suddenly. Because micelle formation
involves a sharp decrease in surface tension, emulsifier molecules are not present
in the form of micelles beyond about 5% conversion. The region before this point
is referred to as the first stage of polymerization, whereas the region beyond is
referred to as the second stage. The third stage of the emulsion polymerization is
the stage in which monomer is not available as droplets. Whatever the monomer
is present in the reaction mass, it is available in (monomer) swollen polymer
particles. These stages are depicted in Figure 7.4.

Figure 7.4, a summary of various studies, reveals that in the second stage,
fewer primary particles are formed and polymerization occurs essentially by the
growth of polymer particles. As the propagation continues, monomer molecules
from the emulsified monomer droplets (see Fig. 7.5) diffuse toward the propagat-
ing chains within the polymer particles. The diffusion of the monomer to the
polymer particles continues at a fairly rapid rate to maintain constant monomer
concentration in the polymer particles.

We will first discuss the modeling of the second stage of emulsion
polymerization, because most of the polymerization occurs in this stage. One
of the simplest (and oldest) models existing is that of Smith and Ewart. This
model was the first to explain gross experimental observations. It may be added
that the Smith and Ewart theory assumes that primary radicals (SO, ~2) can enter
into the polymer particles. Although we have already explained that this is not
possible because of thermodynamic constraints, it is an important simplifying
assumption of this theory.
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7.3 SMITH AND EWART THEORY FOR STATE 11
OF EMULSION POLYMERIZATION [1,2]

This theory is based on the observation that no new polymer particles are formed
in the second stage of emulsion polymerization. As depicted in Figure 7.5,
monomer-swollen polymer particles exist in this stage in the form of a stable
emulsion. It is assumed that initiator radicals formed in the water phase can enter
into these particles to start or stop polymerization. Thus, polymer radicals lie only
within these polymer particles.

The total number of polymer particles per unit volume of emulsion in the
second stage of the emulsion polymerization is assumed to be ,. Out of these, N,
particles are assumed to have no polymer radicals, N, to have one polymer radical
each, N, to have two polymer radicals, and so forth. Therefore,

o8
MZZM=N0+N1+N2+“' (731)
i=0
If n, is the total number of polymer radicals per unit volume in the reaction mass,
then
o0
i=0
Diffusion
Diffusion 7/ Mor N Diffusion
Droplet
[My]

[nftusion

FIGURE 7.5 Representation of physical processes in emulsion polymerization in stage
2. Monomer concentration within polymer particles is maintained constant through
diffusion.
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The upper limit on these summations would theoretically be infinity. It is assumed
that p primary radicals are generated in the aqueous phase per unit time per unit
volume. These primary radicals enter the polymer particles and generate polymer
radicals therein. These polymer radicals can also diffuse out of the particle or
undergo a mutual termination with other polymer radicals in the particle. Because
primary radicals are generated in the aqueous phase at a rate of p radicals per unit
volume per unit time and there are N, polymer particles per unit volume, p/N,
primary radicals per unit time (on average) enter a given particle. Polymer
radicals can diffuse out of a particle at a rate r;, given by

;= _k0a<ﬁ> (7.3.3)

v

where a is the surface area of the polymer particle, v is its volume, k, is the mass
transfer coefficient, and » is the number of polymer radicals in it. It is assumed
that all particles are of equal size. The polymer radicals are also destroyed by
mutual termination and the rate, r,, at which this happens is given by

= _2k2n(n -1 (1.3.4)

v
This form of the equation appears because the polymer radical cannot react with
itself. The term n(n — 1)/v is proportional to the total number of collisions
between the radicals per unit volume.

The rate of generation of particles having » radicals can now be written as
follows. A particle having n polymer radicals is formed when one primary radical
enters into a particle having n — 1 polymer radicals, one radical diffuses out from
a particle having n + 1 radicals, or two polymer radicals undergo a mutual
termination in a particle having n + 2 radicals. Similarly, the population of
particles having » radicals is reduced when a primary radical enters into them or
any one radical diffuses out or there is a mutual termination. At steady state, the
rate of increase of N, equals the rate of decrease of ,; that is,

1 2 1
N,_ (£> +Nn+1koa<n1_ ) +‘Nn+2k2%

N

p n n(n —1)

=N\ =)+ N,ky| - N, jon ———=
(1) + () + k™

(7.3.5)

This equation is valid if the number of particles is large. The factor of 2 does not
appear with k, because only one particle having » radicals is formed from one
having n+ 2 radicals. Equation (7.3.5) is the basic recursion relation for
emulsion polymerization derived by Smith and Ewart. Many refinements to
this equation have been suggested by several authors, but their net result is similar
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to that of Smith and Ewart. It is difficult to solve Eq. (7.3.5) in its general form;
the following discussion develops a few simplified forms.

7.3.1 Case I: Number of Free Radicals per
Polymer Particle Is Small Compared with
Unity

It is clear that polymer radicals of one polymer particle cannot undergo a mutual
termination with polymer radicals of another polymer particle. Therefore, when
the number of polymer radicals per particle is on average less than 1, there would
not be any mutual termination and the corresponding term in Eq. (7.3.5) should
be dropped; that is,

0 n+1 o n
Nn1<ﬁt>+Nn+1koa< v ):N,(}Vf)Nnkoa(;) (736)

This equation is valid only when the diffusion of free radicals out of the particle is
much higher than the mutual termination of radicals within it. In general, there
are some particles having more than one polymer radical, but such cases are rare
because as soon as more radicals are formed, they are transported out of the
particle. As a good approximation, therefore, Eq. (7.3.1) can be modified for this

case to
N, = Ny + N, (7.3.7)
where it is assumed that the number of particles having more than one polymer
radical is small (i.e., Ny, = N3 = N, = --- = 0). Then,
a 14
Niky— = Ny| — 7.3.8
w2 (2) a3

from which N, can be determined as follows:
N,

N=——TL (7.3.9)
' 1+ (ka/p, )N,
If N, is small, N, = N, and Egs. (7.3.8) and (7.3.9) give
N =L (7.3.10)

koa

Therefore, the overall rate of polymerization, ,, per unit volume of the aqueous
phase is given by

r, = k,[MIN,
_ k[M]pv (7.3.11)

koa
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where [M] is the local monomer concentration within the polymer particles.
Procedures to obtain this value are discussed later.

7.3.2 Case II: No Transfer of Polymer Radicals
out of the Particle Through Diffusion
Combined with a High Termination Rate

This occurs when polymer radicals are intertwined in the particles and &, = 0. In
this case, the recursion relation, Eq. (7.3.5), becomes

2 1 -1
N,y (ﬁ> S VA S8 Gl e s B VA VLA K P )
N, v p v
which can be written as
Nyt | Ny
nol T2 B+ 2)(n+1) =14 fa(n — 1) (7.3.13)
N, N,
where
kN,
p =21 (7.3.14)
vp
The following can now be defined:
x = Nn+1
N,
N,
X =—= (7.3.15)
Nn+l
N
x, =L
Nn+2

as a result of which Eq. (7.3.13) can be written as follows

1 2 1

y= 14 pnn—nf1- L @F2DetD (7.3.16)
xx, nn—1)

If we examine the convergence of the series Y .-, N, and Y .- nN,, it is clear
that for n, and N, to be finite, these series must be such that x, x,, and x, are each
greater than 1. Because f§ and » can take on only positive values, the following
expression can be deduced from Eq. (7.3.16) to be valid for x > 1:
1 (n+2)n+1)

| ———

3.1
Yo nn—1) >0 (7.3.17)
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If this difference is defined as A,

A=i__L FDetD (7.3.18)
xx, nn-=1)

where A is a positive quantity; then, Eq. (7.3.16) becomes
x=14 fnn—1)A (7.3.19)

For any arbitrary positive value of A, as n or f tends to very large values, x
also tends to a very large value. Consequently, x; and x, also take on large
values. Therefore, in the limit of large f or large n, the factor (1/x;x,) X
[(m 4+ 2)(n+ 1)]/n(n — 1) goes to zero and the following approximation can be
made:

N,
]"v-l ~ 1+ Pn(n—1) (7.3.20)

X =

which is true for large f or large n. From Eq. (7.3.20),

N,

ﬁo =1 for n = 1 (and large f8) (7.3.21)
1

N

—L—1428 forn=2 (7.3.22)

N2

N

=146 forn=3 (7.3.23)

N

3

and so on. From these results the values of N, N,, and so forth can be solved as
follows:

N, =N, (7.3.24a)
Ny =1 f’z 3 (7.3.24b)
Ny o (7.3.24¢)

ST+ 281 +6p) R

The average number of polymer radicals per polymer particle can now be
determined as follows:

N, N0+N1+N2+ o
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N;, N,, and so forth are now substituted from Eq. (7.3.24) into Eq. (7.3.25),

giving
N, U T 1428 (1+2B)(1 —6p)
Ny Ny -
x | Ny + N, + + +--- 7.3.26
( OO I 28 T (1+2P)(1 +6P) ) ( )
For large 5, we have
n, Ny 1
o 02 7.3.27
N, 2N, 2 ( )

The rate of polymerization, 7, in the second stage can now be written as follows:

r, = k,[Mln, = k,[M] -~ (7.3.28)
where [M] is, again, the local concentration of the monomer in the polymer
particles. In this equation, N, is constant because—according to Harkin’s
observations—it does not change in the second stage of emulsion polymerization.
N, can be found as discussed next. The degree of polymerization of the polymer
formed can easily be written as follows:

__ Rate of propagation 7, M]N,

= ==k
Rate of termination p/2 7 p

n (7.3.29)
Equation (7.3.27) can also be derived using statistical arguments as given in
Ref. 2. Each of the polymer particles can be imagined as having at most one
growing polymer radical at a given time. Because k, is large, as soon as an
initiator radical enters a polymer particle, it terminates the polymer radical if there
is any present. If there are no polymer radicals, the entry of any initiator radical
into the polymer particle starts the propagation step once again. Thus, there can
be either one or zero polymer radicals in the particle under this condition. On an
average, then, of the N, polymer particles, half will have no radical and the other
half will have one radical.

Example 7.1: Consider the diffusion of species A through a stationary medium
B around a stationary particle. Determine k&, in Eq. (7.3.3).

Solution: This particular problem is solved in Ref. 9 and the rate of diffusion,
ny, is given by

= —Dw4nr2c<dﬁ)
dt R=r
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where D,, is the diffusivity of species A, C is the total molar concentration, and x
is the mole fraction of species A. If A is the thickness of the stationary B layer
through which the diffusion occurs, then 7, can be derived as follows:

5 |-
i, =D 4P 0 (1 —x ) In(~—— Y
0 1 —x

w

where x, and x,, are the values of x, at the particle surface and in the bulk,
respectively. If x, is small, we can write 1 — x, &~ 1, which gives

r+0
0

If the size of the particle is considerably smaller than 0, n, reduces to

ny = —4nrD, (C,, — C,)

ny, = —D, Anrr (Cx,, — Cx,)

where C,, and C, are the concentrations of A in the bulk and at the surface of the
particle, respectively. On comparison with Eq. (7.3.3), we find the following [8]:

koa = 4nrD,,
Example 7.2: The Smith and Ewart theory for emulsion polymerization yields

the average number of radicals per particle as 0.5. Experimental results for vinyl
chloride give the following [10]:

mol
[M]p =6 T
L
7
kp =3.6x10" ——

mol h

Burnett has calculated # in Eq. (7.3.28) to be in the range of (0.1-5) x 107#,
which implies that the theory of Smith and Ewart does not work, and he attributes
this to the presence of transfer and termination in the aqueous phase. Modify the
analysis to account for this special case of low n.

Solution: Let us assume that p,, is the rate of radical production in water and that
the polymer radicals desorbed from polymer particles can be terminated in the
water with the rate constant k,, [as opposed to k, in Eq. (7.3.4) within the
polymer particles]. We define the following:

N,, = number of latex particles per liter H,O

N, = number of latex particles having no radicals

N, = number of particles having one radical

N, = number of particles having two radicals

N, = sum of the number of radicals in the latex particles and in the water
phase per liter of H,O
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We assume that
N,>»N; >N, or Ny=N,— (N +N,) (7.3.30)

which is based on the fact that there are very few latex particles that have growing
radicals. If [I],, is the concentration of radicals in the water phase, the rate of
adsorption of radicals by N, particles is given by

No

Ny Ny = Ny +y)
WNW

N,

w

Rate of adsorption = k,[I] ~ k,[1],

We can now make a count balance on N,, N,, and n, very easily. We observe that
N, is formed when N, receives a radical through adsorption or when there is
desorption in N,. Conversely, N, is depleted when it receives a radical or there is
desorption in it; that is,

dN N, — (N +N,) N,
7; = ka[I]WN—‘lz + 2k;N, — kyN, — ka[I]WN—:V (7.3.31)
We can similarly make balances for N, and n, as follows:

dN, N, ki

—= =k, ——2k;N, —2—N, =0 7.3.32
di al ]WNW alVa L, V2 ( )
dn, ki 2

—=p,——N, —2k,[1 7.3.33
dt Pw v 2 m[ ]w ( )

If we assume the existence of a steady state, we get

aN, _dN _dn _
e dt dt

which, with the help of Eq. (7.3.30), gives the following:

_

B kaNl

_ delzNw
27 2k + 2k, /v

[1,, (7.3.34a)
(7.3.34b)

On substituting these into Eq. (7.3.33), we obtain N, as follows:

172
N, = pl/? (ks + Ny )l (7.3.35)
VT P\ 2k gk + 200 BV 2+ N, ) e
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As N; > N,, the total number of particles containing one radical (i.e., N;) can be
set equal to the total number of radicals. The rate of polymerization, r,, is then

given by
ke M] (0,ky + N,k k2 v
R, =P (p,)"? MR i L (7.3.36)
N, 2k gk + 2kp K3V kg + N, k)

If the termination in the aqueous phase (i.e., k) is small, or
2hkpkaky > 2k, k3(V, kg + N, k) (7.3.37)

then the rate is given by
1/2
r :kp[M]ppW Q_F&
r N, 2k, 2ky

Example 7.3: In the Smith and Ewart theory, we define state i of the polymer
particles the same as the number of polymerizing free radicals within it.
Experimentally, it has been demonstrated that the polymer particles have a
particle size distribution (PSD), which cannot be obtained through this theory.
Assume that within the reaction mass, particles have either 0 or 1 growing
radicals and develop necessary relations that give the PSD [11].

Solution: Let us define particle size distribution #n;(v, f) as the number of
particles #; in state i having volume v at time 7. Because N, represents particles
of all sizes, we have the following general relation:

o]

Ni(#) = J ni(v. 1) dv

0

We have stated that only N, and N, exist; therefore,
niv, 1) = [no(v, 1), ny(v, 1)]

Let us divide the general PSD into various boxes, each having an elemental
volume AV. Subsequently, we define 7, and | as the number concentrations of
ny and n, particles, respectively, in the jth box. We further observe that the
number of nongrowing particles n is increased whenever a radical is captured or
desorbed by n;. If Anj is the change, then

An’b = pn At — pngAt + kn, At (7.3.38)

where p and k have the same meaning as in the discussion of the Smith and Ewart
theory. Because we have assumed that there can be at most one growing radical in
any polymer particle, it is evident that the mutual termination of radicals cannot

Copyright © 2003 Marcel Dekker, Inc.



Emulsion Polymerization 313

occur. We can make a similar balance for n;, except that now we must account for
the growth of the particle. We define a dimensionless number f as the fraction of
growing n; in an elemental box Av that leaves the box in time At, or

At
f=K — (7.3.39)
Av
where K is a constant. In these terms,
Anlj = pnyAt — pn At — kn, At —fnlj +fn{7l (7.3.40)
Dividing Eqgs. (7.3.38) and (7.3.40) by Ar and using Eq. (7.3.39) gives
An! ; i
Tto = (p+knf —pyy
An{ j j n{ — n{_l
A = Pwolp +hni — K——r—

These reduce to the following partial differential equations in the limit when A¢
and Av both are allowed to go to zero:

on

8—;) =(p+ln; = pyo

on, on,
1= on, — K —
ot pnO(p + )nl o

7.4 ESTIMATION OF THE TOTAL NUMBER OF
PARTICLES, N,

The total number of polymer particles in the second stage is estimated from the
fact that all of the emulsifier molecules form a monolayer over the particles at the
beginning of this stage. According to Figure 7.5, some emulsifier molecules are
used up in stabilizing monomer droplets, but these are assumed to be negligible in
number.

In the first stage of polymerization, the number of polymer particles N
changes with time. We assume that the overall rate of polymerization is given by
the same equation as for the second stage when N = N, (a constant); that is, the
polymerization rate per particle is ,([M]/2). The volumetric rate of growth of the
particles, u, would then be proportional to this rate and is given as

k
1=k (;) M] (7.4.1)

where k; is the proportionality constant.
We now consider the emulsion polymerization in stage 1 at time ¢ from the
beginning of the reaction. If a polymer particle is born (by entry of the first
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initiator radical in a monomer-swollen micelle) after time 7 from the beginning,
its age at time ¢ is ¢ — 7. The volume, V,, of this particle at time ¢ is

Vie =ut—1) (7.4.2)

assuming that the size of the particle at birth is negligible. The term a, . is the
surface area of this particle at time 7 and is given by

2/3
e = 4n(FD) = (m) 3t - P (7.4.3)

To determine the total area, 4,, of all polymer particles at time ¢, the rate at which
polymer particles are formed must be known. Knowing this rate allows us to
specify the age distribution of polymer particles at time 7. In general, primary
radicals generated in the aqueous phase are either caught by monomer-swollen
micelles or by monomer-swollen polymer particles existing at the time consid-
ered. To simplify the analysis, it is assumed that primary radicals are trapped by
monomer-swollen micelles only. In that case, the rate of generation of particles,
dN /dr, is given as follows

dN

— 7.4.4
yrat (7.4.4)
Therefore, 4, can be found:

1
A4, = J a,. dN = [(4m)" 7?3 J (t—1)* p dr (7.4.5)

=0

which, on integration, gives
3
A, = g[(4”)1/23ﬂ]2/3pf5/3 (7.4.6)

The emulsifier is assumed to form a monolayer around the polymer particles
when the polymerization just enters the second stage. It is assumed that ¢, is the
time when the emulsion polymerization enters the second stage. If [S], is the
initial concentration of the emulsifier and a, is the area occupied by a unit mole of
the emulsifier for a monolayer, then

Ay = [Slya, (7.4.7)

This value of 4,; is attained at time #,, given by Eq. (7.4.6):

53/5 —2/5 S 3/5 S 3/5
h=> e <[ ]"“6) —0.53 ([]an) ws (7.4.8)
3(4n) p p
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The total number of particles generated by the time #, can now be found by
integrating Eq. (7.4.5) as follows:

S 3/5
N@t=t)=N, = 0.53([170"") W
(7.4.9)
2/5
— 0.53[S]ya>/* (ﬁ)

7.5 MONOMER CONCENTRATION IN POLYMER
PARTICLES, [M]

As shown in Figure 7.5, the concentration [M] of the monomer in the polymer
particles remains almost constant with time because of diffusion from the
monomer droplets. The monomer is held in the polymer particles by surface
tension forces, and the polymer in these particles is in the swollen state. If the
monomer is a good solvent for the polymer formed, it is possible to derive the
monomer concentration in the particle through fundamental principles. The
concentration is given by

1 5 2V,

where ¢,, and ¢, are the volume fractions of monomer and polymer in the
particle, respectively, Xp is the Flory—Huggings interaction constant (whose
value is known for a monomer—polymer system), V,, is the partial molar volume
of the monomer, y is the interfacial tension, and r is the radius of the polymer
particle. The first term in the brackets in Eq. (7.5.1) is the chemical potential of
the monomer in the absence of surface tension effects, which results from the
Flory—Huggins theory, discussed later. The second term represents the contribu-
tion to the chemical potential of the monomer due to surface tension effects.
Thus, Eq. (7.5.1) represents equilibrium between surface tension effects and
solubility effects. Equation (7.5.1) has been plotted in Figure 7.6, where the
saturation swelling has been plotted as a function of ¢,, and the Flory—Huggins
parameter. The volume fraction ¢,, can easily be converted to [M] using
additivity of volumes.

In deriving Eq. (7.5.1), it has been assumed that the monomer-swollen
particle is homogeneous. This assumption, however, does not give a correct
physical picture. Based on thermodynamic considerations, the core-and-shell
theory [12—16] on the other hand, proposes that the particle has a polymer-rich
core with relatively little monomer and an outer shell around it, consisting of
practically pure monomer, as shown in Figure 7.7. This means that [M] in Eq.
(7.5.1) is the molar density of the pure monomer. It has been argued that Eq.
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FIGURE 7.6 Saturation swelling of polymer particles by monomer.

(7.5.1) predicts reasonable results when the monomer is a good solvent for the
polymer, as in the styrene—polystyrene system [12—16]. However, when the
monomer is a poor solvent for the polymer, as for the vinyl acetate—polyvinyl
acetate and vinylidene chloride—polyvinylidene chloride systems, the core-and-
shell theory gives better results.

Moncmer

Polymer core

FIGURE 7.7 Core-and-shell model of polymer particles.
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7.5.1 Experimental Results

The results derived for region II using the Smith and Ewart theory have been
confirmed abundantly. Figure 7.8 gives the conversion in emulsion polymeriza-
tion as a function of time for isoprene using a potassium laurate emulsifier. On
integration of Eq. (7.3.28) with [M] constant, it is found that the plot of the yield
versus time should be a straight line. In Figure 7.8, the plot is observed to be
essentially linear except near the beginning of the emulsion polymerization (i.e.,
in stage I), which is attributed to the variation of N with time. The tapering of the
curve in stage III, on the other hand, is attributed to the disappearance of the
emulsified monomer droplets and the consequent decrease in [M] within polymer
particles.

One of the assumptions in the Smith and Ewart theory is that no new
polymer particles are generated in the second stage of emulsion polymerization.
The rate of polymerization per particle has been experimentally measured in the

10
(.1 molal or
(.5 molal or 2.31% wi
80 + 10.5% wi.
0.04 molal or
&) | 0.94% wi.
o 0.01 molal or
o
9 0.24% wt.
2
-
4 |
Concentration
of the emulsifier
20
1

Time (h}

FIGURE 7.8 Polymerization of isoprene in aqueous emulsion with 0.3 g K,S,Og
initiator per 100 g monomer and potassium laurate emulsifier at 50°C. (Reprinted with
permission from Harkins, J. A., J Am. Chem. Soc., 69, 1428, 1943. Copyright 1943
American Chemical Society.)
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second stage and is found to be flat for N, between 10'* and 10'* particles per
milliliter of water solution. However, for larger concentrations of particles, N, has
been observed to change with conversion [8]. It was believed earlier that the
nucleation of particles in stage I of emulsion polymerization occurred solely in
micelles. However, it has been shown more recently that the nucleation can occur
equally well in the aqueous phase. The change in », in the second stage (in the
range of large concentrations of particles) has been explained by the coagulation
of particles. When this occurs, emulsifier molecules are released in the water
phase, which can generate fresh particles even at high conversions. As can be
seen, this fresh nucleation has considerable ramifications on the rate of poly-
merization as well as on the molecular-weight distribution (MWD) of the polymer
formed by emulsion polymerization. In addition, in some systems, the gel effect
manifests itself in the third stage of emulsion polymerization.

Comparison of Egs. (7.4.9) and (7.3.28) reveals that the rate of polymer-
ization in stage II of emulsion polymerization is proportional to [1]0‘40. This
proportionality has also been experimentally confirmed. Moreover, if the poly-
merization has entered the second stage, and then some more initiator is added,
the rate should not change, according to the Smith and Ewart theory. This is
because N, attains a constant value [according to Eq. (7.4.9)] corresponding to
the initial concentration [I;]o. Addition of the initiator after the second stage
is reached does not alter N, This has also been confirmed by Bovey and
Kolthoff [1].

Finally, according to Eq. (7.4.9), the total number of particles, V,, should be
proportional to [8]3'60. This proportionality has been confirmed for styrene, but
for other monomers, deviations have been found. Table 7.1 gives empirical
correlations for different emulsifiers and monomers [4].

TABLE 7.1 Empirical Correlations for Emulsion
Polymerization with Sodium Lauryl Sulfate Emulsi-
fier and Potassium Persulfate Initiator

Monomer Empirical correlations

Styrene r « N,

N, oS "LT
Methyl methacrylate N, [5]8'6[12]8'4

u, decreases with [I]o
Acrylonitrile r, increases with time

r, o [S1y°[L1y

u, decreases with conversion
Vinyl acetate r, & NO14=02 108710
Vinyl chloride r, o [LI) NP0 015

Copyright © 2003 Marcel Dekker, Inc.



Emulsion Polymerization 319

7.6 DETERMINATION OF MOLECULAR WEIGHT
IN EMULSION POLYMERIZATION [17,18]

We have already observed that emulsion polymerization has three phases (i.e.,
water, polymer particle, and micelles). In each of these, the following radical
polymerization reactions occur:

Propagation

k,
P,+Mk,—P,+1 (7.6.1a)

Monomer transfer

kpm
P,+M—5>M, +P, (7.6.1b)

Polymer transfer

k,
P, +M, —5M, +P, (7.6.1¢)

Terminal double bond

i
P.+M,—>P +x (7.6.1d)

Termination by disproportionation

kt
P, +P,—5 M, + M, (7.6.1¢)

Termination by combination

ke
P +P,—5M, +s (7.6.1f)

Note that in Eq. (7.6.1), the transfer reaction can occur anywhere on the polymer
chain. As a result, when the polymer radical P, grows, it gives rise to branched
chains, as seen in Figure 7.9. It is also observed that the disproportionation
reaction [Eq. (7.6.1¢)] gives rise to dead polymer chains, which can react as in
Eq. (7.6.1d). This also leads to the formation of branched polymers, as shown in
Figure 7.9.

Most of the polymer is present in polymer particles and, in view of this, we
must analyze the polymer formation therein if we want to determine the average
chain length and the polydispersity index. We have already noted that initiator
radicals are absorbed on the surface of polymer particles, initiating the formation
of polymer radicals. These polymer radicals grow and terminate according to Eq.
(7.6.1) or get desorbed. For the analysis presented in this section, we assume that
dead polymer chains do not get desorbed, even though polymer radicals (i.e., P,)
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FIGURE 7.9 Formation of branched polymer in the emulsion polymerization of vinyl
acetate and vinyl chloride.

could. If ¥, is the total volume of polymer particles within the reaction mass, the
rate of formation of polymer molecules, M, , within the particle is given by

J (LML) = M), (1 = 9[P,] 3 M

p (7.6.2)
= kM, ] 2 [P]—K5IM,] > [P,]

\gf:
gt

n T

where x is the conversion of the monomer and (1 — x)[M],, gives the monomer
concentration. Also, Y  r[M,] refers to the total moles of repeat units of dead
polymer, which is equal to the moles of monomer reacted. In other words,

> rM,] = 2], (7.63)

In writing Eq. (7.6.2), expressions for termination and initiation have not been
included. Within a given particle, these reactions are small due to a sufficiently
slow rate of polymerization and, therefore, have negligible influence on the
molecular weight distribution.

We can similarly make a mole balance equation within polymer particles
for polymer radicals P, and derive the following reaction, assuming that the
steady-state approximation is valid:

1 d

7 g olPaD =0

= ky[M],0(1 = )[P,_1] = {£,[M],0(1 = x) + kg, (1 — x)[M],9

+ ky [M]0x}{P,] — k;(f [Mr])[Pn]

r=I1

+ kip(n[M,]) Z A4k M, P, (7.6.4)
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Within particles, we have a distribution of dead polymer molecules M,. as well as
polymer radicals. Consequently, we have the following two kinds of moment:

~
<

Il
gt

~N
—
=

S

Il
=

[\

(7.6.5a)

<
<
Il

N
~
|
012
~
=
=0
i
S
Il
=
P
[\

(7.6.5b)

~
Il

In these terms, Egs. (7.6.2) and (7.6.5) can be used to derive the moment
generation relations as follows:

1 d(V,Am,)
7= Mholkn(1 =0+ ki,
— kA P00 — K, Ao (7.6.6a)
j'pn{kfm(l - x)[M]pO + kj?)x[M]pO + k:/lMo}
= nk,(1 = )Myop,  +kilpoin,,, +KEF, (7.6.6b)
where
F,= Xi Y IM,_, Z 21 (r+9)"[M,][P,] (7.6.7a)
S FM = "M +n > F” (7.6.7b)

I3

In order to get the number- and weight-average chain lengths (u,, and p,,), the first
three moments of both these distributions are needed. For n = 0, 1, and 2, Eq.
(7.6.6a) yields

1 d

V dt(V A’MO) = Z/L kfp;"Mli 0 — k;f/IMO}‘pO (7683)
L d, 4 .

7 E {Vp/LMO) = Z/Lpl — kf‘b;"MZ/’{pO — kp j‘MlipO (768b)
1 d .

V di {V /“MZ) kfp)‘M3j' 0 — kp /IM2/1pO (7680)

where
2= {1 — %) + k)M, (7.6.9)
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We further observe the following:

Fi=% ¥ (+9)MIP]

= )VMI }.po + /’LMO)"pl (7610)
Fy =3 3 (7 +2rs +s)M,][P]
r N
= )szjvpo + z;leipl + AMOApZ (7611)

In these terms, Eq. (7.6.6b) gives

Zipl = k[l(l — x)[M]po;Lpo + kjp}"MZ/IpO + k;‘iMl)Npo (76123)
Z/lpz = 2kp(l — x)[M]pinl + ka)LM??)‘pO + k;]k(;L‘MzipO + 2/1M1}v1)1) (7612b)

On eliminating z4,, and z/,, in Eq. (7.6.8b) and with the help of Eqgs. (7.6.12a)
and (7.6.12b), the following are obtained:

1 d(V, )
v, — g = k(1 =Ml (7.6.13a)
1,
L % = 20, (1 — 0)M]0 + K a1 (7.6.13b)
P

We have already observed that there is an equilibrium during stage II of emulsion
polymerization between the monomer-swollen polymer particles and the separate
monomer phase. As a result of this equilibrium, the ratio of monomer and
polymer within them remains time invariant. Equations (7.6.8a), (7.6.13a), and
(7.6.13b) during stage II reduce to the following:

s dV. ﬂ

leﬂ Ttp = (Z — k/p/L’Ml — k;iMl)ipo (76143)
AMI av,

7,, 7;’ = k(1 — )[M] 52,0 (7.6.14b)
j'M2 av, 1

71) Ttp = 2{k,(1 — )M, + k3 2an1 } 1 (7.6.14¢)

It may be mentioned that the net effect of polymerization in stage II is the growth
of polymer particles. If Egs. (7.6.14a) and (7.6.14b) are divided, we get the
average chain length of the polymer within the particles as follows:

Y A 0¥
"owe (@ _l%/lMl —k;k)~Mo)

(7.6.15)
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Dividing Egs. (7.6.14b) and (7.6.14c) and eliminating AP, /AP, with the help of
Eq. (7.6.12a) gives the weight-average chain length p,,:

o= N _ 2[k,(1 = x)[M], + ki Ani k(1 — 0)[M], + kpp iz + K
" ;“Ml kp(l - x)[M]pO

(7.6.16)

Note that the first moment of monomer, 4y , can be directly determined by the
conversion of the monomer

Iyt = xIM] (7.6.17)

ip0

and once this is known, Egs. (7.6.15) and (7.6.16) can be conveniently used to
determine p, and u,,.

Example 7.4: Polymerizing systems such as vinyl chloride and vinyl acetate give
branched polymers in emulsion. Find the extent of branching in the second stage.
Also, find the relations governing u, and u,, in the third stage of emulsion
polymerization.

Solution: Whenever reactions occur through Eqs. (7.6.1¢) and (7.6.1d) within
the polymer particles, branched polymers are formed. Let us denote by [B] the
concentration of branch points per unit volume of the particles. A balance on [B]
is given by

1

7 %(VP[BD = k(X 1M (Z P) + 65X P)(E M,)

For the second stage, if we assume that [B] is constant, we get

[B] 4V,
7 Ttp = (kﬁ))“Ml + k;k;LMO))Lpo
P

During stage III of emulsion polymerization, the various moments within the
polymer particles may change. Assuming that changes in volume of the particles
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are considerably slower compared to changes in moments, Eq. (7.6.8) reduces to
the following:

di .
d];/[o = (2 — kpimi — K A1) Ao
d)\:M]
7 = kp(l - x)[M]po)upo
v _ oy K Doy 1
7 {k,(1 = )M, + ks Anp 11

7.7 EMULSION POLYMERIZATION IN
HOMOGENEOUS CONTINUOUS-FLOW
STIRRED-TANK REACTORS [8]

Operation of homogeneous continuous-flow stirred-tank reactors (HCSTRs) for
emulsion polymerization offers several advantages over batch reactors, the most
important of which are high production rate and better polymer quality. In
commercial batch reactors, it has been found that there is always a small variation
from batch to batch in monomer conversion, particle number and size, molecular
weight, and polymer branching. HCSTRs, on the other hand, eliminate this
problem and also give a narrower MWD of the polymer. We have already
observed that steady-state HCSTRs operate at the exit concentrations, which can
be chosen by the designer. This provides flexibility during operation, and the
reactor can be conveniently controlled at optimal conditions.

Figure 7.10 shows an HCSTR carrying out emulsion polymerization. The
feed consists of a monomer dispersed in aqueous phase that already has initiator
and emulsifier in it. During polymerization within the reactor, polymer particles
are generated. These particles are macroscopic in size, and we cannot assume that
all particles stay within the reactor for the same residence time. The reasoning for
this is as follows. We first observe that the feed has no polymer particles; they are
later nucleated within the reactor at different times. Because the particles grow
and attain their final size in the remainder of the time within the reactor, there
must be a size distribution of the particles. As a result, for the specified flow
conditions, the particles of different size move toward the reactor exit at different
velocities.

In analyzing an HCSTR, we rarely analyze the flow conditions existing
within it, but assume (based on experiments) the following particle age distribu-
tion:

f() = 0! exp(— g) (7.7.1)
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FIGURE 7.10 Schematic diagram of an HCSTR carrying out emulsion polymerization.

where 0 represents the reactor residence time and f(t) represents the fraction of
particles that stays in the reactor for time 7. As a result of this age distribution,
there is a particle size distribution, which can be determined as follows. Let us
consider a single particle operating during the second stage of emulsion
polymerization, when the rate r,, in a given particle is given by
k,[M],n

P, = ——— 7.7.2

pp NA ( )
where 7 is the average number of free radicals per particle. If the excess monomer
is available within the reactor (which is the case for second stage), the monomer
concentration, [M],, within the particle remains constant. The particles grow in
size due to polymerization and the reacted monomer is replenished by diffusion
from the droplets. Under these conditions, the particle growth (radius » and
volume v,) can be represented by

d k [M]
% _ g2 9 MEKl[M]pﬁ (7.7.3)

dt m E - ppNAV

where K| is a constant and p, is the density of the particle. If we assume case II of
the Smith—Ewart theory, 7 is equal to 0.5 and Eq. (7.7.3) can be easily obtained as

follows:
v=0.5K,[M],7 (7.7.4a)
3K, [M
2 KMl (7.7.4b)
87
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where we assume that particles have negligible volume after stage I. We now
eliminate 7 in Eq. (7.7.1) using Eq. (7.7.4b) to obtain particle size distribution

F(r) as
d -1
Fr) =/() ((;)
_ 8mr? exol — 8nr3 (7.7.5)
~ KMo P\ 3K, M0

If the inlet concentration of the emulsifier is [S], and that in the exit stream is [S],
then it is possible to estimate the total number of polymer particles, N,. It is
observed that the total surface area of these particles is N, fooo 4nr?F(r)/dr and
that

__4nN, ro r*F(r)

Slp —[S
[Slo — [5] S

ds

where a, is the surface area coverage offered by a single surfactant molecule.

7.8 TIME-DEPENDENT EMULSION
POLYMERIZATION

There are several situations described in the literature where the phenomenon of
transience in emulsion polymerization must be considered. Some of these are
reactor start-up or shutdown [19,20], reactor stability [21,22], and reactor controls
[23,24] There are also a few applications in which the amount of emulsifier used
is such that it gives a concentration less than the CMC. The particle sizes that
result lie in the range 0.5-10 um and are larger than those obtained from the usual
emulsion polymerization described earlier. The product obtained in this condition
is not a true emulsion from which polymer particles precipitate out when diluted
with water. This is known as dispersion polymerization, to which the analysis
developed earlier is not applicable [25-27].

The time-dependent behavior of emulsion polymerization arises due to
variation in monomer concentration, changes in the number of polymer particles
N,, or both. We have already observed that N, changes due to nucleation in stage I
of emulsion polymerization and this normally ends at about 10—15% conversion.
However, when the monomer-to-water ratio (M /W) is high or the monomer is
more than “sparingly” soluble, the constancy of N, cannot be assumed up to
conversions as large as 50%. If the monomer droplets are sufficiently small, they
also become the loci of particle formation and, in such circumstances, the Smith—
Ewart theory is inadequate to explain the experimental phenomena. We now
present the outline of a mathematical model of emulsion polymerization that is
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based on kinetic theory and thus overcomes the inadequacy of the Smith—Ewart
theory.

The overall emulsion polymerization can be described in terms of reactions
as follows. The initiator molecule (I,) is present in the aqueous phase, where it
undergoes thermal decomposition to give initiator radical (I). These radicals are
hydrophilic and cannot enter into hydrophobic monomer droplets (see Fig. 7.3).
Consequently, they can react only with monomer dissolved in water, giving the

following:
kﬂ
I, — 21 (7.8.1a)
Kiq
I+“M—% “P, (7.8.1b)
kpa
9P, +M 5 P, (7.8.1c)

These polymer radicals (“P;) in the aqueous phase can grow up to a certain critical
length (say, n*), after which they precipitate to form a primary particle. Here, a
polymer particle is represented P,;, where the index j denotes the number of times
it has been initiated. This means that P,; represents the primary particle. Before
reaching the critical length n*, the polymer radicals “P; can terminate as they do
in the homogeneous polymerization discussed in Chapter 5. This means that the
following reactions occur:

Kpa ucleati
apx_ qap 4 ap Nudion (7.8.2a)
k)‘u
“P, +“P;,— “P,y; aslongasi+;j<n* (7.8.2b)
ap —}-aP k ap Nucleation p h oy ” (7 82 )
; > Piy———> Py wheni+j>n .8.2¢

The polymer radicals can also enter into micelles (indicated by subscript or
superscript ¢), monomer droplets (indicated by subscript or superscript d), or
polymer particles. As soon as one of the former two happens, the micelle (MC)
and the droplet (MD) become particles with one radical in them:

Km

9P, + MD — Pq, (7.8.3a)
K.

9P, + MC -5 Pa, (7.8.3b)
K.

“P,+ P, —>Pa;,, (7.8.3¢)
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In writing Eq. (7.8.3c), we assume that, on average, a polymer particle has mostly
dead chains and any radical entry into it amounts to initiating polymerization
therein. Radical desorption from the particles can be written as

k.
Pa,K; —> Pa; + P, for all j (7.8.4)

The coagulation of polymer particles [Eq. (7.8.5a)], micelle disappearance to
cover newly formed particle surface [Eq. (7.8.5b)], and the coalescence and
breakage of monomer droplets [Eq. (7.8.5¢)] can be represented as follows:

K

Pa; + Pa; —> Pa,,; foralliand; (7.8.5)
Ryp

MC + Pa, —> Pa; for all j (7.8.5b)

Ry,
MD + MD —= MD (7.8.5¢)
Ry
With the model presented in Eqgs. (7.8.1)—(7.8.5) it is possible to model the
transience of emulsion polymerization. As an example, let us derive the rate of
formation of polymer particles as follows. If N, represents the total number of
particles in the reaction mass, then
1 dN, .. .
@ [Nucleation in aqueous phase by Eq. (7.8.2a)] 4+ [Nucleation
4 in micelles by Eq. (7.8.3¢)] + [Nucleation in monomer
droplets by Eq. (7.8.3a)] — [Coalescence of particles by
Eq. (7.8.5a) + [Precipitation of oligomers from the (7.8.6)
aqueous phase by termination by Eq. (7.8.2¢)]
n*—1 n*—1
- kp[aM][ n*— 1] + ch[MC] Zl + K [MD] Zl [aPi]

*

N

1 K ;[Pa;|[Pa;] =

||M|*

g N

|
N —
™M=

i=1j

We can establish mole balance equations for each species present in different
phases (i.e., aqueous, micelle, droplet, and particle phases) and solve these
simultaneously. Song and Pohlein have solved these sets of differential equations
and have finally arrived at the following analytical solution of Eq. (7.8.6) [28].

N, 1—et
N, T 1+et4,

N

(7.8.7)

where N, represents particle concentration in number per volume of the aqueous
phase at the steady state. Here, 4, and 7 are the model parameters, which can be
estimated from the basic kinetic parameters and reaction conditions.
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Example 7.5: In an effort to graft gelatin with polymethyl methacrylate
(PMMA), 2g of potassium persulfate and 20g of gelatin are dissolved in
water. This is added to 40 g of methyl methacrylate (MMA), and the reaction
mass is made up to 500 cm®. This recipe does not contain any surfactant and the
polymerization at 70°C is found to give stable emulsion polymenzation. Experi-
mental analyses of samples show a copious formation of gelatin grafts, which
suppress the homopolymerization of MMA [29]. Explain this phenomenon
through a kinetic model.

Solution: Because there are no surfactants in the reaction mass, there are only
two phases: aqueous and monomer droplet phases. Gelatin has hydroxyl (—OH)
functional groups on its chain that can react with a persulfate radical easily and
give growing polymer radicals. Such a reaction would lead to the formation of
grafted gelatin, which is the intention of the experiment described. Accordingly,
we define the following symbols for species in the reaction mass:

I, = initiator molecules

I = initiator radicals

M = monomer

Py = homopolymer radicals

P, = graft polymer radicals

OH, = gelatin

M = dead graft homopolymer molecules
M;; = dead homopolymer molecules
Superscript w = aqueous phase
Superscript d = droplet phase

The aqueous phase consists of I, gelatin (OHY;), dissolved methyl methacrylate
monomer (M"), primary radicals (SO; ), and desorbed homopolymers (M};). The
grafting of gelatin occurs mostly in the aqueous phase but as the length of the
graft chain increases, it begins to migrate to the droplet surface due to thermo-
dynamic considerations. We have therefore grafted gelatin in the aqueous phase
(OHE,) as well as at the interface of the droplets surrounding it (OH?;), with the
graft dangling inside.

The various reactions occurring in the system are all shown schematically
in Figure 7.11, and the rate constants for these are given in Table 7.2. It is
possible to establish balance equations for various species; these are given in
Table 7.3. Note that all polymer radicals, such as Py and P, are intermediate
species and their rates of formation could be taken as zero after the steady-state
approximation is made.
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FIGURE 7.11 Various reactions giving grafting of gelatin for Example 7.5.
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TABLE 7.2 Equations of the Model of Example 7.5

Initiation reactions
w Ki —w
I — 2R
—w , K ,
R +M" — Py,
R" + OHY, 2 P2,
R" + OHZ N P%,

Propagation of MMA and branched
gelatin in water phase

K.
Py 4+ M"Y 5P, i=1,2,...
K,
W.+MW—6>PVGV,.H, i=1,2,...
v 4 OHY 5 Pl

Termination by dlsproponionation in
water phase
Pl = MY, + MY,
v Pl MY, + M
Py + Py S My; + Mg,

Absorption—desorption reactions
between water and droplet phase
” K3

Gi <— MG:’
K 3

w &
MH[ <~ MHi

[ —
PH[ <~ PHZ
wo—
Gi <— PGi

Propagation of MMA and branched
gelatin in the droplet phase

Py, +M"—>PH,+1, i=1,2,...

PY, + M¢ 2
1

15
P¢; + OHY —5 PL,

AP, i=1,2,...

Termination reactions in the droplet phase

K

PGi + PG —> MG + Mg
Ky g d

Py, + PHJ = MY, + Mg,
Kis \rd d

P¢, +P% —> Mg; + Mg

4: + OHE —2 M2,

Transfer reactions with Py; in water phase

K
Py, +1—> MY, + P,
P} +MH/—>MH,+P

RSV LR S VIS

Transfer reaction with Py; in droplet phase

K.
Py + Mfy —> My + P
PH,+Md—>M + P4,
Py -+ OHY =5 M, + P,

Transfer reactions with Pg; in water phase

2(3

PG,+I—>M P
6 + My M
P¢; +MW—>M Pl

v+ OHY 2% M2, P,

Transfer reaction with P; in droplet phase

Kso o 1a d
Pé; + M§; —> M&; + P,
Pd~+Md—‘>M‘é~l~+p%1

G+ OHd 3 M& + ply

Source: Ref. 29.
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TABLE 7.3 Mole Balance of Various Species in Example 7.5

d[P ]W W w W w W W w w
= Vi(=KelP6l"™M" + K5[Py]" OHG — Ky[Pg]" — Ks[Pg]"[Py]" = K1a[Pg]
- K26PG]WIW - K27[PG]W[MH]W - KZS[PG]WMW - KZQ[PG]WOHZ)
+ (1= VK _,[Py]" + VK [R]"OHY = 0 )
d[pgl’ y i rd -
@ (1 = VI(—=K_15[P6]" — K14[Pg]*M* + K 5[P,]"OHg
— Ky g[PEP — Kig[Py1'[P6l” — KaplPol’ My’ — K5 [PG1M? — Ky[P] OHE)
+ V. Ka[Pe]" + (1 = V)K,[R]"OHG = 0 @)
d[PH ]w _ w w ww w w W\ W
o = VKSIPT — K Pyl = KoglPyl" T — Ky [Py ]" My ]” = Ko [Py ]"M
= Kyo[Py")(1 = VOK_ [Py + VK [R]"M” = 0 3)
dip,l’ d dn gd drrd
- (1 = V)(—=K_1[Py]* — Ki3[Py]“M? + K;5[Py]"OHg
— Ky [P — Kig[P1 [P,
— Ky [Py] Myl" = Kpy[Py "M — Kos[P, ] OHE) + VK [Py]" =0 @
d[1] "
E = V(=2K, fTI] — Ky[P}]"T = KZG[Pg] D
dt = Vx(*Kz[R]M *KS[PH] M *Kﬁ[PG] M *Kzz[PH] M *K28[PG] M (5)
dmy’ dy d dy d dy d dy sd
o= (L= VK P MY = Kyy[Pal™MY = Ky [P 1M — K3, [P6]MY) (©)
d[OH,]" " - -
= = V=K [RIOH — K [Py ]"OH — Kyy[Pg]"OHY) ™
d[OoH]
Rl (1 V- KURIOHE — K slP 1O — KiglMy 10N
— Ky5[Py)"OHE — K3,[PG]"OHY) ®)
d M " ) w W W W
L™ _ 1 K PEP + KolPGl” + [Pl — KMol — KaglPe]
+ Ky[PG]"IMy 1" + Kyg[Ps]"M™ + Kyo[P]"OHE) + (1 — Vx)K—SS[MG]d )
dMg)’ ¥ i drrd g
a (1 = V{—=K _35[Mg]" + Ki4[PG]° + K19[My ] OHg + K30[Pg 1 [My]
+ K51 [P61"M? + K3y [PG] OHE) + V. K33 [Mg]" (10)
dM,1* P " w
Ty (Pl P + 2K PP — KaalM ]
+ K3y [My 1" + Ky [Py]"T" + Kpp[Py]"M™) + (1 — Vx)K—34[MH]d (11)
dMg1
o= (= VK Myl + 2P P Kig[Py] [Pl — Kio[My ] OHG

+ Kng[P1"M? + Kos[P 1" HE) + V,K3u My 1" (12)
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The kinetic model of Table 7.2 is very complex and can be simplified as
follows:

1. The dissociation rate constant K; for the potassium persulfate initiator
in water has been reported in the literature as 3.42 x 10~> mL/ghr
[30]. The same value is used here.

2. The initiation rate constant for gelatin in water (K3) and on the surface
of the droplet phase (K,) have been assumed to be equal. Because there
is no information on K, and K;, we have treated these as parameters
and, through curve fitting, we have obtained K, = 1250 mL/mghr at
60°C and K; = 4.5 x 10~ mL/ghr.

3. The propagation rate constants in water (Ks, K4, K7) and in droplet
(K3, K14, K|5) are assumed to be equal.

Ks = Ks = K7 = K (say); K3 = Ky = Kis = K (say)

Kl‘,’ is available from the Polymer Handbook [30] and the average
propagation rate constant K, is taken as K, = V. K}’ + (1 — Vx)Kg .
The term V, is the volume fraction of water phase in the reaction mass.
The values taken in the simulation are as follows:

V,=0.75 K =2.06x 10" mL/ghr
w 6
K, = (assumed)13.18 x 10° mL/g hr
7
K, =10.4 x 10" mL/g hr

4. The termination rate constants for MMA and graft polymer in water
(Kg, Ky, Kj) and those in the droplet phase (K4, K7, K3, K|9) are
assumed to be equal. The following weighted average termination rate
constant is defined as

K, = VK" + (1= V)K!

The value K¢ is known from homopolymerization data and K} has
been assumed to be a quantity of the same order of magnitude. At
60°C, K" is assumed to be 38.55x 10" mL/ghr, K’ is
4.28 x 10" mL/ghr, and K, is 29.98 x 10" mL/ghr.

5. The absorption rate constants K, K5, K33, and K5, for homopolymer,
graft copolymer radicals, and dead molecules from water to droplet
phase have been assumed to be equal. These can be estimated [10]
using K, = 4nr,D, N, where r, is the particle radius (~ 2.1 x 1077,
D, is the diffusion coefficient (~ 2.86 x 10~ cm?/sec), and N, is
Avogadro’s number (6.023 x 10?*). This gives K, K5, K33, and Ky,
as 1.634 x 102 mL/ghr. In addition, we have assumed that the
desorption rate constants are zero; that is, K_;; =K_, =K 33 =
K_ 5, =0.0.
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FIGURE 7.12 Numerical solution of differential equations of Table 7.3 and the
experimental results of Example 7.5. (From Ref. 29.)

6. All of the transfer reaction rate constants K, to K3, have been assumed
to be equal; that is, K,y = K,; = Ky, = K3, = K, (say). The value of
K, that gives good fit of the data at 60°C is 1060 mL/g hr.

The ordinary differential equations of Table 7.3 can be solved
numerically and the results have been plotted in Figure 7.12. Note the
decrease in the amount of homopolymer PMMA for large times and a
rapid increase in the formation of graft copolymer. This result could
not be predicted by the Smith—Ewart theory.

7.9 CONCLUSIONS

The molecular weight of the polymer formed in emulsion polymerization is
normally considerably higher than that formed in corresponding radical poly-
merization. As might be clear from the discussion of this chapter, this is largely
because of the presence of micelles present in the water where the polymerization
has been hypothesized to occur. The micelles offer a flexible cavity which serves
as a cage where polymer radicals can grow but cannot terminate due to
thermodynamic constraints. Similar results have been obtained when polymer-
ization is carried out in more rigid cages of lipid bylayers, liquid crystals, organic
crystals, inclusion complexes, microporous zeolites, and mesoporous materials
[31].

In Chapters 1-7, readers have been introduced to formulate polymers for a
given end use. The purpose of the remainder of the chapters is to make the
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readers familiar with subjects relevant to polymer physics, such as characteriza-
tion, thermodynamics rheology and so forth.
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PROBLEMS

7.1. Take k, for styrene as 500 L/molsec and [M] as 5.2mol/L at 50°C. Let
there be 10'* particles/cm® of water. Let primary radicals be generated in
water at the rate of 10'?radicals/sec (cm® of water) (= p). Calculate Ty
Calculate u, using the following relation:

kpN t[M]

p

Compare this rate and u, for bulk polymerization at the same monomer
concentration and p.

7.2. Suppose that there is a chain transfer agent that is water soluble and does
not dissolve in the monomer at all. Would the expression for y, given in
Problem 7.1 be valid? What would happen to the overall rate?

7.3. Write the elementary reactions when styrene is polymerized in emulsion
with a transfer agent that is water insoluble but styrene soluble.

:un, emulsion
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7.4. In the derivation of the total number of particles, N, it was assumed that p
was constant. Supposing that the decomposition of initiator follows first-
order kinetics, determine the time at which the polymerization enters the
second stage.

7.5. In Problem 7.4, find out how the rate and DP would vary with time.

7.6. Within latex particles, the concentration of the polymer is much higher and
considerably restricts the motion of macroradicals. When the polymeriza-
tion temperature, 7', is less than the glass transition temperature, 7, o of the
reaction mass, a limiting conversion x; is approached. The free-volume
theory gives this to be

_ w/end,
==,/ P00,
T—=T — ap¢pTgP + o (1 — d)p)Tgm
¢ %, ¢, + (1 — ¢),)

where ¢, is the volume fraction of the polymer, 7, and T, are the 7,
values of the pure polymer and monomer, respectively, o, and o, are the
differences in coefficients of the volumetric expansion of polymer (or
monomer) in the melt and glass state, respectively, and p,, and p,, are the
densities of the polymer and monomer, respectively. Using these equations,
plot T versus x; for styrene, for which T, = 92.5°C, Ty, = —106°C,
o, =048 x 107 C™', and &, = 1.0 x 1073 C~1,

7.7. Consider the seed polymerization in which seeds of polymer particles (each
of volume v) are each charged to the reaction mass having monomer and
initiator. When desorption of radicals and water-phase termination of
radicals are neglected, the average number of growing polymer radicals n
can be derived:

(a/Dly(a)
I,(a)
where a*> = 8pv/(k,N), and N is the total number of particles. Derive an
expression for conversion as a function of time.
7.8. It is evident that k, and k, within polymer particles change with time and
have been modeled using the following:
k D
ky Dy

n=

Determine the variation of &, and k, within the particle and write the
appropriate particle size and MWD equations.

7.9. The emulsion polymerization of vinyl acetate has been modeled as
consisting of the initiation of radicals in the water phase, the initiation of
particles in water phase, the entry of radicals into polymer particles, the
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7.10.

7.11.

7.12.

7.13.

7.14.

7.15.

7.16.

7.17.

Chapter 7

termination of particles, the chain transfer to monomer in polymer
particles, and the escape of radicals in polymer particles. Write the
unsteady-state balance for the total number of particles N; and the
number of polymer radicals having 1 and 2 radicals (N, and N,).

Latexes prepared by mixing methyl methacrylate and ionogenic monomers
containing carboxylic acid groups constitute a special class of latexes,
which are used in carpet backing, adhesives, surface coating, and paper
coating. List a few monomers that can be used for this purpose. Their
solubility improves by increasing pH.

To prepare a 340-nm sphere, the following recipe has been suggested:
19.9 g of methyl methacrylate, 3.5 g of methacrylic acid, 10.5 g of hydroxy-
ethyl methacrylate, 1.1 g of ethylene glycol dimethacrylate, and 0.1 g of
emulsifier sodium dodecyl sulfate (SDS) are added to 64.9 g of distilled
water. Polymerization is carried out for 1 hr at 98°C in a sealed tumbling
container. Write down the approximate molecular structure of the surface
and indicate whether the polymer particle would dissolve in any solvent.
The polymer particles formed in Problem 7.11 are suspended in water
adjusted to pH 10.5 with NaOH and activated at 25°C with 10mg of
cyanogen bromide per milliliter of suspension. After 15 min, it is diluted
with equal volume of cold 0.1 M borate buffer at pH 8.5 and 4°C. The
immunolatex conjugates thus prepared are known to bind antigens. Explain
why this occurs.

In the carbodiimide method, the latex particles of Problem 7.11 are reacted
in an aqueous medium with water-soluble diimide. This can be reacted to
antibodies. Write down the chemical reactions.

Suppose two monomers in a 1 : 1 ratio (responding to radical initiators) are
mixed and copolymerized in an emulsion. These monomers dissolve in
water in the same proportion. Find the rate of polymerization.

In Problem 7.14, the resultant polymer is a copolymer. We know the values
of r; and r, from the study of bulk copolymerization. Can we use the same
values for emulsion copolymerization? Write down all the equations that
you would use for this case.

Suppose we want to copolymerize styrene and acrylonitrile in an emulsion.
The solubility of acrylonitrile is 7.4% and that of styrene is 0.04% by
weight in water. Let S (volume of styrene), w (volume of water), and a
(volume of acrylonitrile) be mixed together. Find the concentrations of
monomers in micelles (or polymer particles) at equilibrium. From the
results developed in Problem 7.14, calculate F|, the fraction of styrene in
the resultant polymer.

We can carry out rigorous modeling of the molecular weight of polymer in
emulsion polymerization as follows. The state of the particle is defined by
the number of polymerization radicals in it. The following additional
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variables are defined:

N; = number of polymer particles in state i

X; = number of dead chains within particles in state i

W, = total weight of live chains in state i
Y; = total weight of dead chains in state i

x; = mean number of dead chains within particle in state i
»; = mean total weight of dead chains per particle in state i

w; = mean weight of live chains in state i
A; = mean weight of dead chains in state i

339

Write the contribution to W, X;, N;, and Y; from polymerization, radical

entry, radical exit, chain transfer, and bimolecular termination.

7.18. Derive overall expressions for X, N;, Y;, and W,. The mean dead weight per

particle in state i is given by

and the grand mean is given by

2o Xi

7.19. In inverse emulsion polymerization of acrylamide, we carry out polymer-
ization in iso-octane using nonionic emulsifier pentaerithritol myristate
(PEM) with oil-soluble azoinitiators (e.g., AIBN). The standard recipe (see

page 209 of Reichert and Geiseler) is as follows:

Oil phase Weight (g) Water phase

Iso-octane 649.64 Water
PEM 13.86 Acrylamide
AIBN 0.164

Show the schematic model of the inverse polymerization along with

various reactions occurring in different phases.

7.20. Acrylonitrile and methyl acrylate are mixed in water with a suitable water-
soluble initiator and emulsifier. Determine the composition of the polymer.
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Measurement of Molecular Weight
and Its Distribution

8.1 INTRODUCTION

A solid polymer is a mosaic of structures. For a crystallizable homopolymer, for
example, we can vary the amount and nature of crystallinity and the shape and
size of the crystals. In addition, we can vary the orientation of the polymer chains
in both the crystalline and amorphous phases. This variation can be brought about
either by changing material variables or process conditions. The former include
the chemical structure, the molecular weight and its distribution, the extent of
chain branching, and the bulkiness of the side groups. The latter include the
temperature and the deformation rate. It is the interplay within this multitude of
variables that leads to the physical structure visible in the finished product. This
structure, in turn, determines the properties of the solid polymer. In this chapter,
we examine the methods of measuring the polymer’s molecular weight and its
distribution. These quantities were defined in Chapter 1, and knowledge thereof
can be helpful to the process engineer in optimizing desired polymer properties.
These properties include mechanical properties such as impact strength, flow
properties such as viscosity, thermal properties such as the glass transition
temperature, and optical properties such as clarity.

There are several other reasons why we might want to measure the
molecular weight. The molecular weight and its distribution determine the
viscous and elastic properties of the molten polymer. This affects the processi-

340

Copyright © 2003 Marcel Dekker, Inc.



Measurement of Molecular Weight 341

bility of the melt and also the behavior of the resulting solid material (see also
Chapter 12). To cite a specific example [1], a resin suitable for extrusion must
have a high viscosity at low shear rates so that the extrudate maintains its
integrity. To be suitable for injection molding, however, the same resin must have
a low viscosity at high shear rates so that the injection pressure not be excessive.
Both of these requirements can be satisfied by a proper adjustment of the
molecular-weight distribution. More often, though, different grades of the same
polymer are marketed for different products that are fabricated via different
polymer processing operations; the resin used for making polycarbonate water
bottles, for example, differs significantly in molecular weight from the poly-
carbonate that goes into compact disks. Differences in molecular-weight distribu-
tion also influence the extent of polymer chain entanglement and the amount of
melt elasticity, as measured by phenomena such as extrudate swell. The effect of
swell shows up during processing, wherein flow results in different amounts of
chain extension and orientation, which remain frozen within the solidified part.
As a consequence, two chemically similar polymers, processed identically, that
have the same molecular weight but different molecular-weight distributions may
result in products that show significantly different shrinkages, tensile properties,
and failure properties [2]. For this very important reason, it is advantageous to
know the molecular weight and molecular-weight distribution of the polymers
used. Furthermore, because polymers can mechanically degrade during proces-
sing and during use (polymers such as nylon can also increase in molecular
weight), a second measurement of the molecular weight can reveal the extent of
chain scission or postcondensation. These measurements are also useful in
verifying that the various kinetic schemes postulated for polymer synthesis in
Chapters 3—7 do, indeed, produce the molecular-weight distributions predicted
theoretically. Other situations where the molecular weight and its distribution
directly influence results include phase equilibrium and crystallization kinetics.
A variety of methods are available for molecular-weight determination and
they are applicable in different ranges of molecular weight. Also, they provide
different amounts and kinds of information. Thus, end-group analysis and
colligative property measurements yield the number-average molecular weight.
Light scattering, on the other hand, furnishes the weight-average molecular
weight and the size of the polymer in solution. Intrinsic viscosity supplies neither
number-average molecular weight (Mn) nor weight-average molecular weight
(MW); it gives a viscosity-average molecular weight. The entire distribution can be
obtained using either ultracentrifugation or size-exclusion chromatography.
However, the former technique is an absolute one, whereas the latter is indirect
and requires calibration. All of these methods mandate that the polymer be in
solution. Other, less commonly encountered methods are described elsewhere [3].
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8.2 END-GROUP ANALYSIS

The simplest conceptual method of measuring polymer molecular weight is to
count the number of molecules in a given polymer sample. The product of the
sample weight and Avogadro’s number when divided by the total number of
molecules gives the number-average molecular weight. This technique works best
with linear molecules having two reactive end groups that each can be titrated in
solution. Consequently, linear condensation polymers made by step-growth
polymerization and possessing carboxyl, hydroxyl, or amine chain ends are
logical candidates for end-group analysis.

Nylon 66, a polyamide and one of the earliest polymers to be synthesized,
contains amine and carboxyl end groups. The number of amine groups in a
sample can be determined by dissolving the polymer in a phenol-water solvent
[4]. Typically, ethanol and water are added to this solution and the mixture is
titrated to a conductometric end point with hydrochloric acid in ethanol. Because
the number of amine end groups may not equal the number of carboxyl end
groups, the acid groups are counted separately by dissolving the nylon in hot
benzyl alcohol, and titration is carried out with potassium hydroxide in benzyl
alcohol to a phenolphthalein end point. Finally, assuming that the reaction goes to
completion and that each nylon molecule has two titratable ends, it is possible to
calculate

- 2

where the quantities in square brackets are concentrations of end groups in moles
per gram of polymer. Results are comparable in magnitude to those obtained
using osmotic pressure and vapor-pressure osmometry in the range of applic-
ability of these techniques [5].

In addition to polyamides, end-group analysis has been used with poly-
esters, polyurethanes, and polyethers. Besides titration, counting methods that
have been employed include spectroscopic analyses and radioactive labeling.
Because the number of chain ends for a given mass of sample reduces with
increasing molecular weight, the method becomes less and less sensitive as the
size of the polymer molecules increases. The molecular weight of most conden-
sation polymers, however, is less than 50,000, and in this range, end-group
analysis works fine [6]. Note also that the amount of polymer needed for end-
group analysis is relatively small.

Example 8.1: In order to determine the number of carboxyl end groups in a
sample of polyethylene terephthalate, Pohl dissolved 0.15 g of the polymer in hot
benzyl alcohol, to which some chloroform was subsequently added [7]. This
solution, when titrated with 0.105 N sodium hydroxide, required 35 pL of the
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alkali. If a blank solution of the benzyl alcohol plus chloroform required 5 pL of
the base, how many carboxyl end groups were contained in the polymer sample?

Solution: Because 30 pL of 0.105 gram equivalent per liter of the base reacted
with the polymer, the concentration of gram equivalents of end groups was

(30)(107°)(0.105)
0.15 -

21 x 107 equivalents per gram

8.3 COLLIGATIVE PROPERTIES

It is easily observed that dissolving a nonvolatile solute in a liquid results in a
depression of the freezing point; that is, the temperature at which a solid phase is
formed from solution is lower than the temperature at which the pure solvent
freezes. This is the principle at work in an ice cream maker and in snow removal
when salt is used to melt and thereby remove snow and ice from roads. Besides
lowering the freezing point, the addition of a nonvolatile solute also reduces the
vapor pressure at a given temperature, with the consequence that the solution
boils at a higher temperature than the pure solvent does. Furthermore, a solution
can develop a large osmotic pressure (explained later), which can be measured
with relative ease. These four effects—depression of freezing point, elevation of
boiling point, lowering of solvent vapor pressure, and development of an osmotic
pressure—are called colligative properties and they depend only on the number
concentration of the solute in solution in the limit of infinite dilution. Thus,
beginning with a known mass of solute, a knowledge of any of these colligative
properties reveals the total number of molecules in solution, which, in turn,
allows computation of the number-average molecular weight. However, the
relative magnitude of these effects is such that as the molecular weight of the
solute increases and the number of molecules in a given sample mass decreases,
not all four colligative properties can be measured with equal accuracy or ease;
indeed, membrane osmometry is the method of choice for measuring the number-
average molecular weight of high polymers.

Phase equilibrium is the basic principle used to obtain expressions for the
magnitude of the different colligative properties. It is known from thermo-
dynamics that when two phases are in equilibrium, the fugacity, f, of a given
component is the same in each phase. Thus, if, as shown in Figure 8.1, pure vapor
A is in equilibrium at temperature 7'and pressure P with a liquid mixture of A and
B, where B is a nonvolatile solute,

FUT. Py =f{(T. P, x,) (8.3.1)
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Pure vapor A

Temperature = T; Pressure = P
i-'_‘-l-__—._'-l"'-""l-u-..-_-_._.._-.'.'_-"-‘___...-

Liquid A+B

FIGURE 8.1 Pure solvent vapor in equilibrium with a polymer solution.

where the superscripts v and L denote vapor phase and liquid phase, respectively,
and x, is the mole fraction of A in the liquid phase. Also, a “hat” (") on f,
signifies a component in solution as opposed to a pure component.

If the mixture of A and B is sufficiently dilute, it will behave as an ideal
solution, for which the following holds [8]:

FHT. P x) = KT, P, (8.3.2)
and the result is known as the Lewis and Randall rule. Consequently,

(T, P)=f{(T, P)x, (8.3.3)
If at the same pressure P, pure A boils at temperature 7}, then it is obvious that

fi(Ty, P)=fi(T,, P) (8.3.4)

Dividing the left-hand side of Eq. (8.3.4) by the left-hand side of Eq. (8.3.3),
taking the natural logarithm, and equating the result to the logarithm of the ratio
of the corresponding right-hand sides gives the following:

(@, P, [fi(T,, P)
ln[f;(T,P)] - ln[m} —Inx, (8.3.5)
For a pure material,
dinf W —h
( dT )P: RT? (8.3.6)

where £ is the specific enthalpy at temperature 7 and pressure P, and A° is the
same quantity at temperature 7 but at a low enough pressure that the material
behaves as an ideal gas.

Integrating Eq. (8.3.6) from temperature 7, to temperature 7 at constant
pressure and noting that 7, &~ T and, therefore, 77, ~ T ,f,

l[f(T,P)] ho—h[l 1] B —h

r@,. T R T, T :R—g(T_Tb) (8.3.7)
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Applying Eq. (8.3.7) to pure A in the vapor phase and then to pure A in the liquid
phase and introducing the results in Eq. (8.3.5) gives

h —ht ho — ht

where AT, equals T — T, the elevation in boiling point.
Because Inx, equals In(1 — xz), which for small x; is the same as —x;, we
see the following:
_ (RT, bsz)

AT, =1 (8.3.9)

v

in which A#, equals h° — h, the molar latent heat of vaporization of pure solvent
A. From the definition of the mole fraction,

_ Moles of B
*B = Total moles in mixturc
_ Mass of B Mixture volume
" (Mol. wt. of B)(Total moles) Mixture volume
cvy
~ =2 8.3.10
i ( )

n

where ¢ is the mass concentration of B, M, is the number-average molecular
weight of B, and v, is the molar volume of the solvent. Finally, we can derive

2
ATy _ RTjvq (8.3.11)

c Ah,M,
which allows us to compute M, from a measurement of AT,. Note that one
typically extrapolates the left-hand side to ¢ = 0 in order to ensure ideal solution
behavior. This technique of molecular-weight measurement is also known as
ebulliometry.

If we consider the situation depicted in Figure 8.2 instead of that shown in
Figure 8.1, then an analysis similar to the one carried out earlier leads to an
expression for the depression in freezing point, which is identical to Eq. (8.3.11)
except that AT is now 7, — T, where T, and T are the freezing points of the pure
solvent and the solution, respectively. Also, A# becomes the molar latent heat of
fusion of the pure solvent, and 7}, is replaced by 7. This measurement is known
as cryoscopy.

For an ideal solution, the vapor pressure p, of the solvent in solution is
given by Raoult’s law as follows [8]:
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Liquid A+B

FIGURE 8.2 Pure solid solvent in equilibrium with a polymer solution.

where P, is the vapor pressure of the pure solvent at temperature 7. This lowering
in vapor pressure is utilized for the measurement of molecular weight in the
technique known as vapor-pressure osmometry.

Figure 8.3 shows a schematic diagram of a vapor-pressure osmometer. Two
thermistor probes are positioned inside a temperature-controlled cell that is
saturated with solvent vapor. If syringes are used to introduce drops of pure
solvent on the thermistor probes, then at thermal equilibrium, the temperature of
the two probes is the same and an equal amount of solvent vaporizes and
condenses at each probe. If, however, one of the solvent drops is replaced by a
drop of solution, there is an initial imbalance in the amount of solvent condensing
and vaporizing at that probe. Because of the lowering in vapor pressure, less
solvent vaporizes than condenses, which leads to a rise in temperature due to
the additional heat of vaporization. When equilibrium is reestablished, the
temperature 7 at this probe is higher than the temperature 7 at the other probe
which is in contact with the drop of pure solvent. Under these conditions, the
vapor pressure of pure solvent at temperature 7 equals the vapor pressure of the
solvent in solution at temperature 7, and the situation is analogous to ebullio-
metry. Therefore, we can use Eq. (8.3.11) again if we define AT as T — Ts. The
temperature difference itself is measured as a difference in electrical resistance by

b

Solvent
vapor

FIGURE 8.3 Schematic drawing of a vapor-pressure osmometer.
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making the two thermistors be the two arms of a Wheatstone bridge. Commercial
instruments can, at best, measure A7 down to about 5 x 1073°C. Because of heat
losses and solution nonidealities, the measured AT does not equal the value
calculated based on Eq. (8.3.11). It is necessary to calibrate the instrument using
a material of known molecular weight. The range of commercial vapor pressure
osmometers is from 40 to 50,000 g/mol, with the lower limit being set by solute
volatility [6].

For polymer molecular weights of 100,000 and greater, the temperature
differences predicted by Eq. (8.3.11) for a dilute polymer solution in a typical
organic solvent are about 1073°C (see Table 8.1). Such small changes in
temperature are very difficult to measure with any degree of precision. Conse-
quently, when working with high-molecular-weight polymers, we turn to other
techniques of molecular-weight determination, especially osmotic pressure.

When a polymer solution is separated from the pure solvent by a
semipermeable membrane that allows passage of the solvent but not the solute,
then (as shown in Fig. 8.4) the tendency to equalize concentrations results in flux
of the solvent across the membrane and into the solution. As mass transfer
proceeds, a pressure head builds up on the solution side, tending to slow down
and ultimately stop the flow of solvent through the membrane. At equilibrium, the
liquid levels in the two compartments differ by 4 units; the difference in pressure
7 is known as the osmotic pressure of the solution. Note that if additional
pressure is applied to the solution, solvent can be made to flow back to the solvent
side from the solution side; this is known as reverse osmosis. As the following
analysis demonstrates, osmotic pressure can be employed to measure the number-
average molecular weight of a polymeric solute.

If we designate solvent properties by subscript 1 and solute properties by
subscript 2, then the following relations hold at thermodynamic equilibrium,
using the condition of phase equilibrium:

F(T, PY=f(T, P+m, x;)~x, f(T, P+m) (8.3.13)

TABLE 8.1 Colligative Properties of Polystyrene-in-Toluene Solutions at a Mass
Concentration of 0.01 g/cm?3

M, AT, (K) AT, (K) 7 (cm of solvent at 25°C)
50,000 7.8 x 107 8.5 x 107 5.8
100,000 39%x 1074 425 x107* 2.9
500,000 7.8 x 1075 8.5 x 105 0.58
5,000,000 7.8 x 107° 8.5x107° 0.058
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Solution

Semipermeable
membrane

FIGURE 8.4 Osmosis through a semipermeable membrane.

where the second equality follows from the Lewis and Randall rule. Conse-

quently,
A(T, P) )
Inf| ——— ) =Inx 8.3.14
(7t 7m) = (#8319
For a pure material, however, laws of thermodynamics give
dInf v,
( P )T_R_T (8.3.15)

where v, is the molar volume of the solvent. Integrating Eq. (8.3.15) between P
and P + © at constant temperature yields

ST, P+m)| _un
In|—————= | =— 8.3.16
) = (8319
Comparing Egs. (8.3.14) and (8.3.16) reveals
unmn
—1 . 8.3.17
n.x RT ( )

Because it is possible to write the left-hand side as x, for dilute solutions, a
further use of Eq. (8.3.10) converts Eq. (8.3.17) to
RT
r_2 (8.3.18)
c M

n

where ¢ is the mass concentration of the solute. Again, we typically extrapolate
n/c to ¢ = 0 to ensure that ideal solution behavior is obtained and Eq. (8.3.18)
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holds. Expected values of the osmotic pressure for dilute solutions of polystyrene
in toluene are listed in Table 8.1.

A typical plot of experimental data for aqueous solutions of polyethylene
oxide at 20°C is shown in Figure 8.5 [9]; these data are extremely easy to obtain
even though 2 days are required for equilibrium to be reached. It is seen that the
plot has a nonzero slope, and significant error can occur if extrapolation to zero
concentration is not carried out. This nonzero slope can be theoretically predicted
if real solution theory is used instead of assuming ideal solution behavior. For
instance, if we employ the Flory—Huggins theory (considered in detail in Chapter
9) and equate the fugacities (or, equivalently, the chemical potentials) of the
solvent on both sides of the membrane, the use of Eq. (9.3.30) along with the
known dependence of the chemical potential on temperature leads to the
following result (see Chapter 9):

= R |:lnq’>1 + ¢2<1 _l> + X1¢§:| (8.3.19)
Uy m

where ¢, and ¢, are the volume fractions of the two components, respectively, m
is the ratio of the molar volume of the solute to the molar volume of the solvent,
and y, is the interaction parameter.

o/ RTex 107
imol/kg]

i)

(.75

05F

[].U ] 1 . L

¢ [kg!m"]

FIGURE 8.5 Osmotic pressure of aqueous polyethylene oxide solutions at 20°C. (From
Ref. 9.)
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On expanding In¢; in a Taylor series about ¢, = 0 and noting that the
mass concentration ¢ of the polymer equals M,¢,/mv,, Eq. (8.3.19) becomes

n  RT 1 m

T 2, = 8.3.20

c Mn|:+<2 11)m¢2+3¢2+ i| ( )
which can be written in terms of the polymer density p because ¢, equals ¢/p and
m equals M, /pv,. Finally,

E_E+RT(%—;{1)C RTC?

8.3.21
c M, v, 3030, ( )

and it is seen that Eq. (8.3.18) is obtained by letting ¢ tend to zero in Eq. (8.3.21).
As discussed in Chapter 9, the latter equation can be used to estimate the
interaction parameter if the polymer number-average molecular weight is known.

Because the Flory—Huggins theory is not strictly valid at low polymer
concentrations, it is common practice to rewrite Eq. (8.3.21) in the form of a virial
equation (as is done in thermodynamics):

1
E:RT|:_—+A2c+A3c2 +} (8.3.22)
c M

n

in which 4, and A4; are known as the second and third virial coefficients,
respectively.

Commercial membrane osmometers are designed to reduce the time of
measurement from a few hours to a few minutes. This is done by reducing the cell
volume and increasing the membrane surface area. In addition, pressure trans-
ducers are used to detect solvent flow, and external pressure is applied to the
solution to help achieve rapid equilibrium. Molecular weights between 10° and
10° can be measured at temperatures exceeding 100°C. The lower limit on the
molecular weight is set by solute permeability, whereas the upper limit is
governed by the sensitivity and accuracy of the pressure measuring system.
Additional details may be found in the literature [6,10].

8.4 LIGHT SCATTERING

A beam of light is a transverse wave made up of sinusoidally varying electric and
magnetic field vectors that are perpendicular to each other and also to the
direction of propagation of the wave. Such a wave contains energy that is
measured in terms of the wave intensity /, defined as the power transmitted per
unit area perpendicular to the direction in which the wave is traveling. Using the
principles of physics [11], it is easy to show that the average intensity or the
power averaged over one cycle is proportional to the square of the wave
amplitude. When such a beam travels through a polymer solution, it can go
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through unaltered, but, more commonly, it is either absorbed or scattered.
Absorption occurs only if the wave frequency is such that the energy of radiation
exactly equals the energy gap between, say, the electronic or vibrational energy
levels of the molecules making up the liquid medium; this phenomenon is the
basis of methods such as infrared and nuclear magnetic resonance spectroscopy.
Scattering, on the other hand, involves attenuation of the incident beam with
simultaneous emission of radiation in all directions by the scattering molecules
due to the presence of induced instantaneous dipole moments. In this case, the
energy of the incident beam equals the sum of the energies of the transmitted
beam and all of the scattered beams. Here, scattered light has the same frequency
as the incident light, and the process is called elastic light scattering. Sometimes,
though, scattered light has a different frequency, which is called inelastic or
Raman scattering. From an observation of the time-averaged intensity of
elastically scattered light (called static light scattering), we can get information
about the weight-average molecular weight, the second virial coefficient, and the
size or radius of gyration (root-mean-square distance of chain elements from the
center of gravity of the molecule) of macromolecules. Instantaneous scattering
intensity or dynamic light scattering reveals, in addition, the translational
diffusion coefficient [12]. Note that, in recent times, dynamic light scattering
has also been applied to, among other things, studies of bulk polymers, micelles,
microemulsions, and polymer gels [13]. Here, however, we consider the applica-
tion of static light scattering to the determination of polymer molecular weight
under conditions where absorption effects are not important.

The theory of light scattering was developed many years ago; a review [14],
excellent books [15,16], and an elementary treatment [17] on the subject are
available. The essential features of elastic light scattering can be understood with
reference to Figure 8.6, which shows an unpolarized beam of light of intensity /,
and wavelength A passing through a cylindrical sample cell of unit volume. The
intensity /, of the scattered beam is measured at a distance » from the cell and at
an angle 6 with the direction of the transmitted beam. If the cell contains N
noninteracting, identical particles of an ideal gas (polymer solutions are consid-

1g

v \_/

FIGURE 8.6 Schematic diagram of static light scattering.
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ered later) and if the size of the scattering particles is small compared to the
wavelength of the incident light, then we have the following [15]:

Iy _ 2m(1 + cos? 0)(dn/dc)*Mc
[0 N NA;L47'2

(8.4.1)

in which 7 is the refractive index of the gas, ¢ is the mass concentration, N is
Avogadro’s number, and M is the molecular weight of the particles. According to
this equation, which is known as the Rayleigh equation, if N is fixed, the
scattering intensity is proportional to the square of the molecular weight because
c equals NM /N . Thus, if there were a mixture of two kinds of particles, with one
kind being much larger than the other, the contribution of the larger particles to
the scattered light intensity would be the dominant one. This fact is used to great
advantage in determining the molecular weight of polymeric solutes in solution.
In this situation, for light scattering from an ideal polymer solution, Eq. (8.4.1) is
modified to read as follows [15]:

Iy 2m(1 + cos’ 0)nd(dn/dc)*c
Iy N2 M

(8.4.2)

in which n, is the refractive index of the solvent and #» now becomes the refractive
index of the solution, whereas M is the molecular weight of the polymer and c its
mass concentration.

Equation (8.4.2) is valid only at infinite dilution. For finite concentrations,
the use of a virial expansion of the type introduced in Eq. (8.3.22) leads to

Iy 21%(1 + cos? Oynd(dn/dc)*c

L=— (8.4.3)
Iy  N'P2(1/M +24,¢ + 34562 + - - )

and Eq. (8.4.3) properly reduces to Eq. (8.4.2) when c tends to zero.

For most polymer molecules, the limitation that the particle size be much
smaller than the wavelength of light, which, in practice, means that all molecular
dimensions should be less than 1/20, is too restrictive. When the particle size
becomes comparable to the wavelength of the incident beam, scattering occurs
from different parts of the same molecule, resulting in interference due to phase
differences. This tends to progressively reduce /, as 0 increases. The result can be
seen in Table 8.2, which lists data for polystyrene-in-toluene solutions. However,
because Eq. (8.4.3) still holds when 6 is zero, we can either make measurements
at different 0 values and extrapolate data to 0 equal to zero, or make measure-
ments at very small values of 0. The latter situation is practical because the use of
lasers as light sources allows us to conduct experiments at 0 values as small as 4°.
Note that light scattering at nonzero 6 values depends on the geometric shape of
the scattering particle; it is from the deviation of the data from the predictions of
Eq. (8.4.3) that we estimate the radius of gyration of the polymer molecule.
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TABLE 8.2 Light-Scattering Data, [, in Arbitrary Units for Solutions of Polystyrene in
Toluene at 20°C

Concentration (g/cm?)

Scattering angle, 0 (deg) 0.0002 0.0004 0.001 0.002
25.8 3.49 5.82 7.86 8.65

36.9 2.98 4.88 7.38 8.02

53.0 2.19 3.82 6.37 7.41

66.4 1.74 3.12 5.58 6.88

90.0 1.22 2.25 4.42 5.95

113.6 0.952 1.80 3.73 5.35

143.1 0.763 1.48 3.15 4.79

Source: Ref. 18.

It is common practice to define a quantity R, (called the Rayleigh ratio) as

follows:
10]"2
Ry=—F——~ 8.4.4
07 I,(1 + cos? 0) ( )

so that Eq. (8.4.3) takes a form similar to Eq. (8.3.22):

K. 1

RGZM+2AZC+3A302+... (8.4.5)
where K is a optical constant given by

2r2nd(dn/dc)’
K = 27 roldn/dey” (8.4.6)

N4

and n, and dn/dc are usually measured using a refractometer and a differential
refractometer, respectively [6].

On measuring R, as a function of concentration at a low 0 value, K,./R; is
plotted versus c¢. The intercept of such a plot represents extrapolation to zero
concentration, and from Eq. (8.4.5), we have the following:

lirr(l) Ry = MKc (8.4.7)
which yields the polymer molecular weight. Also, the slope of the plot allows us
to compute the second virial coefficient. If measurements are made at several

constant temperatures, the temperature value at which 4, equals zero is the 0
temperature.
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If the polymer sample is polydisperse, then R, can be written as a sum »_ R;
over all of the molecular-weight fractions; so, Eq. (8.4.7) becomes

Ry=K Y Mc, =K ZMZ-% (8.4.8)

because the mass concentration of each molecular-weight fraction equals the ratio
of the respective mass divided by the solution volume. The total mass concentra-
tion ¢, however, is

c=Y W? (8.4.9)

so that
(8.4.10)

and it is clear that, despite the similarities between Eqgs. (8.3.22) and (8.4.5), light
scattering yields the weight-average molecular weight.

The usual range of molecular weights that can be measured by light
scattering is from a few thousand to a few million. A photomultiplier is used
as a detector; measurements can be made in either aqueous or organic solvents
and can be made in the presence of salts or buffers. However, care must be taken
to exclude dust particles, which can influence the results and introduce errors.
Light-scattering measurements are typically time-consuming, and the equipment
is significantly more expensive than that needed for colligative property measure-
ment. Nonetheless, light scattering is a powerful technique, especially when
coupled with other techniques such as gel permeation chromatography; the
combination of the two can give the complete molecular-weight distribution.
Additional applications of classical light scattering have been discussed in the
literature [19].

8.5 ULTRACENTRIFUGATION

In order to understand the theory of the ultracentrifuge, let us first consider an
analogous situation, that of a single sphere settling under gravity in a long tube
filled with a Newtonian liquid, as shown in Figure 8.7. If the sphere of mass m
and volume ¥ is dropped from a state of rest, it initially accelerates, but soon
reaches a constant velocity, known as the terminal velocity, at which point the
vector sum of all the forces acting on the sphere is exactly zero. As long as
the tube radius is large compared to the sphere radius, the forces that act on the
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FIGURE 8.7 Settling of a sphere in a Newtonian liquid.

sphere are gravity, buoyancy, and the viscous drag of the liquid F; tending to slow
down the sphere. At equilibrium, therefore,

pVg—pVg—F;=0 (8.5.1)

where p, is the density of the sphere, p is the density of the liquid, and g is the
acceleration due to gravity.

As shown later in Section 13.4 of Chapter 13, the drag force on an isolated
sphere can be written in terms of the Stokes—Einstein equation as

_kTU

F
L))

(8.5.2)
in which £ is Boltzmann’s constant, 7'is the absolute temperature, v is the terminal
velocity of the sphere, and D is the sphere diffusion coefficient. Introducing
Eq. (8.5.2) into Eq. (8.5.1), solving for the sphere volume, and multiplying the
result by the sphere density gives the following:

e kTv
~ Dg[1 —(p/p,)]

On multiplying both sides of Eq. (8.5.3) by Avogadro’s number, the molecular
weight M of the sphere can be derived as

(8.5.3)

RTv

M = et = (/o ®.39)
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where R is the universal gas constant. It can be seen that a measurement of the
terminal velocity makes it possible to compute the molecular weight if the other
quantities in Eq. (8.5.4) are known.

If, instead of a single particle, a large number of particles are dropped into
the tube, then, in the absence of particle—particle interactions, the mass flux of
spheres at any cross section is given by

Flux = vc (8.5.5)

where ¢ is the local mass concentration of spheres.

As time proceeds, spheres build up at the bottom of the tube, and the
tendency to equalize concentrations causes a diffusive flux of spheres upward in
the tube. The magnitude of the flux is given by Fick’s law (see Chapter 13) as
follows:

Flux =D @ (8.5.6)

dz
where D is the same diffusion coefficient appearing in Eq. (8.5.2) and z is the
distance measured along the tube axis. For a steady state to be reached in the
sphere concentration, the fluxes given by Egs. (8.5.5) and (8.5.6) have to be equal
in magnitude. Equating these two quantities and replacing the terminal velocity
by an expression obtained with the help of Eq. (8.5.4) gives

d M,
e L (8.5.7)
dz RT P
Separating the variables and integrating the result yields
M,
ne="22(1 _r z + constant (8.5.8)
RT Ps

and the slope of the straight-line plot of Inc versus z again allows for the
determination of the molecular weight. The advantage of using Eq. (8.5.8) instead
of Eq. (8.5.4) is that the value of the diffusion coefficient is not needed.

If we try to apply the foregoing theoretical treatment to the determination of
polymer molecular weight from the sedimentation of a dilute polymer solution,
we discover that, in practice, polymer molecules do not settle. This is the case
because the equivalent sphere radii are so small that colloidal forces [not
accounted for in Eq. (8.5.1)] predominate over gravitational forces and keep
the polymer molecules from settling. However, the situation is not irredeemable.
If the polymer solution is placed in a horizontal, pie-shaped cell and the cell is
rotated at a large angular velocity @ about a vertical axis as shown in Figure 8.8,
the centrifugal force that develops can exceed the force of gravity by a factor of a
few hundred thousand. Indeed, the centrifugal force can and does cause
sedimentation of polymer molecules in the direction of increasing r. Because
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Axis of
rotation

FIGURE 8.8 Schematic diagram of an ultracentrifuge.

the centrifugal acceleration equals w?r, we can replace g by this quantity in
Egs. (8.5.4) and (8.5.7). Also, v and z are replaced by dr/dt and r, respectively,
where r is the radial distance from the axis of rotation. With these modifications,
Eq. (8.5.4) is known as the Svedberg equation, and the quantity (dr/dt)/(w?r) is
known as the sedimentation coefficient, S. Also, Eq. (8.5.8) becomes

2
Mo |:1 - p] 2 4 constant (8.5.9)

Ps

Inc =

and it is now necessary to plot Inc versus 7.

The equipment used to measure polymer molecular weight according to
either the Svedberg equation or Eq. (8.5.9) is an ultracentrifuge, which can rotate
a horizontal cell in an evacuated chamber at tens of thousands of revolutions per
minute (rpm). These high rotational speeds are needed to give rise to measurable
sedimentation velocities. The sedimentation velocity itself is measured using
either ultraviolet (UV) absorption or with the help of Schlieren optics [20]; in the
latter technique, it is possible to determine the location of a change in
concentration by measuring the refractive index gradient as a function of position.
Much lower rotational speeds, of the order of 10,000 rpm, are needed to achieve
sedimentation equilibrium. However, the time needed to attain equilibrium can
easily be a couple of days. Molecular weights can be measured over a wide range
up to about 40 x 10°.

These techniques work well provided that the polymer solution is such that
the assumptions made in deriving either the Svedberg equation or Eq. (8.5.9)
remain valid. This is possible for biological molecules (such as proteins and
nucleic acids) that act like relatively compact and rigid spheres in solution. They
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are also monodisperse. Even so, solvation effects make the effective sphere
density lower than the polymer density, and the large pressure developed due to
the centrifugal force alters both the solvent viscosity and density. In addition, it is
necessary to extrapolate data to infinite dilution; otherwise, the drag force
becomes concentration dependent due to polymer—polymer interactions.

The ultracentrifuge is rarely used to measure the molecular weight of
synthetic polymers, because these are permeable to the solvent and their size
changes easily depending on the process conditions. Furthermore, polydispersity
introduces both theoretical and experimental difficulties. During sedimentation,
for example, we no longer observe sharp concentration boundaries. Also, a plot
of Inc versus 72 is a curve rather than the straight line expected on the basis of
Eq. (8.5.9). In principle, though, data can be analyzed to yield the weight-average
molecular weight. These and other details are available elsewhere [6,15,20].

Example 8.2: Sedimentation data on aqueous solutions of hydroxypropyl guar, a
biopolymer, have been reported in the literature [21]. At low concentrations and a
rotational speed of 40,000 rpm, the sedimentation coefficient is 5.4 x 10~ sec at
20°C. If the measured diffusion coefficient is 0.32 x 10~7 cm?/sec and 1 — p/p,
equals 0.377, what is the molecular weight?

Solution: When applied to the ultracentrifuge, Eq. (8.5.4) is

RTS
M= B = (/e

where S and D are evaluated in the limit of infinite dilution. Inserting numbers
yields the following:

- 8.314 x 107 (erg/mol K) x 293 (K) x 5.4 x 10713 (sec)
B 0.32 x 10~7 (cm?2/sec) x 0.377
=1.09 x 10° g/mol

8.6 INTRINSIC VISCOSITY

It is an experimental fact that the viscosity of a polymer solution is generally
much larger than that of the solvent alone even at low polymer concentrations,
and it increases with increasing molecular weight at a fixed mass concentration.
The measurement of solution viscosity can, therefore, be used to estimate
polymer molecular weights. Indeed, a large number of sophisticated viscometers
exist for the accurate measurement of solution viscosity and its variation with
concentration, shear rate, and temperature. Details of these instruments and
methods of data analysis are discussed at length in Chapter 14. For molecular-
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weight measurements, however, it is customary to employ dilute polymer
solutions and to use glass capillary viscometers of the type illustrated in Figure
8.9. This particular instrument is known as a suspended level Ubbelhode
viscometer. In use, the bulb A is filled with a solution of known concentration.
A volume V of this solution is then transferred to completely fill bulb C between
marks E and F by closing arm N and applying a pressure down arm L. On
simultaneously opening N and releasing the pressure in L, excess liquid drains
back into A, leaving bulb C filled. At this stage, the pressure at point B at the
bottom end of the capillary is atmospheric. Further draining of liquid out of bulb
C is prevented by closing arm M, and the viscometer is transferred to a
thermostatted bath. Once thermal equilibrium is reached, the polymer solution
is allowed to flow under gravity through the capillary, and the time taken for the
liquid level to move from mark F to mark E is recorded. The process is then
repeated for the pure solvent and also for the polymer solution at different
concentrations. In each instance, the efflux time is noted.

If the radius of the capillary is R, its length is L, and the viscosity of the
solution (assumed Newtonian) is #, then according to the well-known Hagen—
Poiseuille equation [22], the volumetric flow rate O through the capillary is given

by
nR*Ap
=— 8.6.1
0="g7 (8:6.1)
L M N
F
E
Capillary
B
A

FIGURE 8.9 An Ubbelhode viscometer.
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where Ap is the difference in dynamic pressure across the capillary and represents
the combined effect of static pressure and the gravitational force.
The efflux time 7 is given by
vV
t=— (8.6.2)
0
and the ratio of the efflux time 7 of the solution to 7, corresponding to that of the
solvent (because Ap is essentially the same in both cases if we neglect the minor
difference between the densities of the solution and the solvent) is

t_n

_n (8.6.3)
t;

so that we may calculate n knowing #,, provided that non-Newtonian effects such
as shear thinning can be neglected. Therefore, we want to work with zero-shear-
rate viscosities. For this and other reasons explained later, it is essential to use low
polymer concentrations or to extrapolate data to infinite dilution. Note that the
ratio 17/#, is generally known as the relative viscosity or the viscosity ratio and
denoted 7.

Relating measured viscosity to molecular weight is generally done by first
relating viscosity to some measure of the size of polymer molecules in solution
and then relating the size to the molecular weight. The process begins by
appealing to the behavior of a dilute suspension of spheres in a Newtonian
liquid for which the relative viscosity is given by the Einstein result [23]:

ng=1+25¢ (8.6.4)

wherein ¢ is the volume fraction of spheres.
If we consider each polymer molecule in dilute solution to be an isolated
random coil of spherical shape and volume v,, we may apply Eq. (8.6.4) with n,
given by Eq. (8.6.3) and the volume fraction of polymer by
_ Ml
¢ = 14

where 7, is the number of polymer molecules in a solution of volume V.
Multiplying and dividing the right-hand side of Eq. (8.6.5) by MN,, the
product of the polymer molecular weight and Avogadro’s number, yields

(8.6.5)

v,cNy

M

in which c is the mass concentration. Introducing this result into Eq. (8.6.4) and

rearranging gives

| — 2.5v,cNy
M

¢ = (8.6.6)

Mg — (8.6.7)
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where the left-hand side is known as the specific viscosity, ny,. The ratio of the
specific viscosity to the mass concentration of polymer is called the reduced
viscosity or the viscosity number. Thus,

N 2.50,Ny
c M

The viscosity number ought to be independent of polymer concentration.
However, the Einstein equation is valid only for noninteracting spheres; this
situation prevails as the concentration tends to zero. Consequently, we can
extrapolate data to infinite dilution, and the result is known as the intrinsic
viscosity or limiting viscosity number [17]. In the past, this quantity was measured
in units of deciliters per gram; recent practice has been to use milliliters per gram.
Data can generally be represented in terms of the Huggins equation,

(8.6.8)

n

2=+ ke (8.6.9)
where k is known as the Huggins constant. Alternatively, the Kraemer equation
can be used:

In

# = [n] + K nle (8.6.10)

in which the left-hand side is known as the inkerent viscosity or the logarithmic
viscosity number. That both of these methods of data representation yield the
same value of the intrinsic viscosity is demonstrated in Figure 8.10 using data on
solutions of nylon 66 in formic acid [24]. If the radius of each polymeric sphere is

taken to be proportional to the root-mean-square radius of gyration (s2)'/2, then,
using Eq. (8.6.8), we can derive
3/2
s (27 ()
lim -2 = == Mm'? 8.6.11
lim == = [nlo— - 7 ( )

If a linear polymer molecule is represented as a freely jointed chain having # links
each of length /, then, as shown in Chapter 10,

(s?) < Pn (8.6.12)

provided that there are no excluded volume effects that are long-range inter-
actions due to attraction and repulsion forces between widely separated chain
segments or between polymer segments and solvent molecules. This happens at
what is known as the theta condition.

Because the polymer molecular weight is also proportional to n, the ratio
(s?)/M must be independent of chain length or molecular weight. As a
consequence,

[n] o« M'7? (8.6.13)
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FIGURE 8.10 Reduced viscosity and inherent viscosity of nylon 66 in 90% formic acid.
(From Ref. 24.)

and a plot of log[n] as a function of log M should be a straight line of slope 0.5.
In general, theta conditions do not occur, and polymer—solvent interactions
lead to coil expansion with the following result [25]:

(%) = a?(s%), (8.6.14)

where o is a linear coil expansion factor that depends on 7, and the subscript 0
denotes theta conditions. Because of this complication, it is difficult to modify
Eq. (8.6.13) theoretically. However, by experiment, we can find that

[ = KM* (8.6.15)

which is known as the Mark—Houwink equation. The values of the constants K
and a are determined experimentally using monodisperse polymer fractions, and
these may be found in standard handbooks [26]. The value of the exponent a
typically varies from 0.5 at the theta temperature to 0.8 for good solvents,
although values exceeding unity have been measured for extended chain poly-
mers [27]. Once the intrinsic viscosity has been related to the molecular weight,
we can also use the experimental data to relate the relative viscosity at a fixed
concentration to the molecular weight. Correlations of this kind are often used
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in industrial practice [28] and they may lead to a significant reduction in
experimental work.

Thus far, we have assumed that polymer molecules are monodisperse. For a
polydisperse sample, we introduce the Mark—Houwink equation into Eq. (8.6.7)
and write

ne =K ;M (8.6.16)

Dividing both sides of this equation by the mass concentration of polymer and
noting that

n:M;

c=Y¢= ZNAV (8.6.17)

where #; is the number of molecules of molecular weight M;, N, is Avogadro’s
number, and ¥ is the sample volume, we find the following:

@ — K ZniM[aJrl
¢ > mM,

Accordingly, it is clear that the use of the Mark-Houwink equation gives an
average molecular weight M, known as the viscosity-average molecular weight
and defined by

1/a

- Mt

M, = 2 mMiT (8.6.19)
Z”iMi

which is generally intermediate between M, and M,, but much closer to the latter
quantity.

Despite the fact that intrinsic viscosity measurements result in neither the
mass-average nor the weight-average molecular weight, the viscosity-average
molecular weight is a very commonly encountered quantity due to the ease of
measurement and also the simplicity and low cost of the viscometer. Regarding
the experimental determination of intrinsic viscosity, it is preferable to extrapolate
data to low concentrations rather than attempt measurements on very dilute
solutions. This is because errors associated with the dilution process become so
important that the overall result becomes worse following each dilution.

(8.6.18)

Example 8.3: If the Mark—Houwink exponent for nylon 66 dissolved in 90%
formic acid is 0.72, calculate M,, M, and M, for a sample that contains 50% by
weight of a fraction having molecular weight 10,000 and 50% by weight of a
fraction of molecular weight 20,000.
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Solution:

n 1
M, = = 13,333

"~ 0.5/10,000 + 0.5/20,000
M,, = (10,000 x 0.5) + (20,000 x 0.5) = 15,000
0.5

20,000

_ 0.5 1.39
M, = [ (10,000)"7% + (20,000)”2} = 14,876

10,000
In closing this section, we note that, from Eq. (8.6.8), [#]M /N, is the volume of a
polymer molecule multiplied by 2.5, whereas ¢N,/M is obviously the number of
polymer molecules per unit volume. As a consequence, [#]c, which is the product
of these two quantities, represents the volume fraction of polymer multiplied by
2.5. If this number is small compared to unity, the polymer solution is considered
to be dilute; if it is of the order of unity, the solution is considered moderately
concentrated with a near certainty of intermolecular interactions.

8.7 GEL PERMEATION CHROMATOGRAPHY

The simplest conceptual method of determining the molecular weight distribution
of a polymer sample is to separate the polydisperse sample into its constituent
fractions and then measure the molecular weight of each fraction using any of the
techniques discussed so far. This is exactly what used to be done until the
commercialization in the mid-1960s of the procedure known as gel permeation
chromatography (GPC) or size-exclusion chromatography. In the old method, a
polymer in solution was fractionated either by the sequential addition of
nonsolvents or by the progressive lowering of temperature (see Chapter 9 for
the theory of polymer—polymer phase equilibrium). However, this was a very
tedious and time-consuming process that was obviously ill-suited to routine
laboratory procedures. The new method of GPC uses the fact that large polymer
molecules are excluded from the small channels in a porous gel, with the result
that different molecular weight fractions travel down a column packed with the
porous medium at different rates, leading to separation based on size.

A schematic diagram of a GPC setup is shown in Figure 8.11. Solvent is
made to flow at a low but constant flow rate of about 1 mL/min through a packed
column with the help of a pump. The solvent is typically an organic liquid such as
tetrahydrofuran or toluene for room-temperature work and methyl ethyl ketone
for high-temperature separations. Temperatures as high as 150°C can be achieved,
and these are needed while working with crystalline polymers, which can often
only be dissolved in supercritical solvents. The column is maintained at a
constant temperature and is packed with beads made from a cross-linked polymer
gel that can be swollen by the solvent used to dissolve the polymer being assayed.
In the case of organic solvents, the packing is usually cross-linked styrenedivi-
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FIGURE 8.11 Schematic diagram of a gel permeation chromatograph.

nylbenzene; for water-soluble polymers, cross-linked methyl methacrylate is
used. For analytical work, the column is about 1cm in diameter and 30-50 cm
long. Frequently, the column walls are flexible so that the packing material digs
into the side of the wall, which prevents channeling of fluid along the wall.

Once solvent flow has been established, a sample of polymer (less than
I mL of 0.1-1% solution) is injected upstream of the column. Depending on the
pore size in the packing (anywhere from 10° to 10° A), molecules above a certain
size are completely excluded from the beads and continue flowing with the
mobile solvent. By contrast, very small molecules below a critical size are free to
enter even the smallest channel and tend to dissolve in the pure solvent that is
immobilized there; these, therefore, travel slowly through the column. Molecules
between these two size extremes travel at intermediate speeds and emerge from
the column at different times, resulting in separation based on molecular weight.
The mass concentration of the solute leaving the column is generally detected
with the help of a differential refractometer that measures the refractive index
difference between the solution and the solvent; a chromatogram might look like
the one shown in Figure 8.12. Instead of time, it is common practice to use as the
abscissa an equivalent quantity called the elution volume, which is the volume of
solvent emerging from the column from the instant of sample injection. If the
volume of the mobile solvent in the column is V,, and the volume of the
stationary solvent is V, then, assuming that equilibrium between the two phases
is achieved instantly, the elution volumes in Figure 8.11 will range from V,, to
V.. + V. These two extremes correspond to the times taken for the largest and
smallest molecules, respectively, to flow out through the column.

Although we know that the polymer sample has been fractionated due to
passage through the column, we do not, in general, know the molecular weight
corresponding to a particular elution volume; therefore, Figure 8.12 is useful only
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FIGURE 8.12 A typical GPC chromatogram.

for comparative purposes. For quantitative work, we need a separate calibration
curve of the type shown in Figure 8.13, which relates the molecular weight to the
elution volume (or travel time through the column); sometimes, it is necessary to
use more than one column in series if the molecular-weight range of a single
column is inadequate for a sample at hand.

The calibration curve is best prepared using monodisperse samples of the
same polymer in the same solvent and at the same temperature. Unfortunately,

log M

Elution volume

FIGURE 8.13 Characteristic shape of a GPC calibration curve.
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extremely few polymers are available in narrow molecular-weight fractions, and it
is necessary to examine other possibilities for calibration. Because polymers such
as polystyrene, polyethylene oxide, polyethylene glycol, and polyacrylic acid are
commercially available over a wide range of narrow molecular weights, we use
these as calibration standards. Note that polystyrene and polyethylene are also
available as standard reference materials from the National Institute of Standards
and Technology. The hydrodynamic size of a polymer molecule in solution,
however, depends on both the temperature and the thermodynamic quality of the
solvent used. Consequently, a given polymer when dissolved in different solvents
or in the same solvent at different temperatures will have a different radius of
gyration in each case; the situation is similar for different polymers of the same
molecular weight that are dissolved in the same solvent. To get around this
problem and construct a universal calibration curve, we can make use of
Eq. (8.6.11), according to which the following holds:

M o (s7)/? (8.7.1)
and because (s?)>/? is proportional to the volume of a polymer molecule in
solution, this equation says that []M is a surrogate quantity for the hydrodynamic
volume. As a result, for a given column and specified set of operating conditions,
a plot of [y]M as a function of elution volume should be a universal curve
independent of polymer type. This is, indeed, found to be the case, and such a
curve is shown in Figure 8.14.

A knowledge of the elution volume (taken together with Fig. 8.14) there-
fore yields the product [#]M. The molecular weight is, in turn, obtained from a
measurement of the intrinsic viscosity. It is for this reason that modern GPCs
come equipped with instrumentation for viscosity measurement. Even if we do
not actually measure the intrinsic viscosity, we can still estimate the molecular
weight of each fraction with the help of Eq. (8.6.15) if the Mark—Houwink
constants are known. Thus, if the calibration curve is prepared using polystyrene,
we know the product [1],M, corresponding to polystyrene. If the intrinsic
viscosity of the unknown polymer sample is [#], then the molecular weight M
of the unknown sample is

M, — [n],M,

M= - 8.7.2
KM (8.7.2)
or
B [n]pMp 1/(14a)
[ .
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FIGURE 8.14 Examples of the universal calibration curve for GPC. (a) Universal
calibration for tetrahydrofuran solution at ambient temperature: @, linear polystyrene;
[, polybutadiene; O, branched polystyrene; x, polymethyl methacrylate; A\, styrene/
methyl methacrylate copolymer; M, poly(phenyl siloxane). (b) Universal calibration for
various types of polyethylene. Solvent, o-dichlorobenzene at 130°C. @, linear polyethy-
lene fractions; open symbols, branched polyethylene fractions. (From Ref. 6.)

in which all the quantities are known. Of course, the entire calibration problem is
avoided if light scattering is employed to determine the absolute molecular weight
of each molecular-weight fraction leaving the column.

Using any of these methods, we can easily convert the abscissa of Figure
8.12 to molecular weight. If we now consider a vertical slice as shown in Figure
8.12, the shaded area equals the product of the mass concentration ¢; and the
volume Av. This equals the mass w; of the polymer contained in the fraction of
molecular weight M;. By repeating this process for similar slices, we obtain the
entire molecular-weight distribution. Note that the upper limit on the molecular
weight for GPC is almost 107 for commercial instruments. Note also that these
data allow for the determination of the polydispersity index (PDI). As mentioned
in earlier chapters, the PDI can be close to unity for anionic polymerization,
whereas for step-growth polymerization, it approaches 2 for 100% conversion; for
chain-growth polymerization, the PDI can range between 2 and 5.
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8.8 CONCLUSION

In this chapter, we have introduced a variety of techniques that can be utilized to
measure either a particular molecular-weight average or the entire molecular-
weight distribution of a given sample. Although each method has its advantages
and disadvantages, the two techniques that are encountered most commonly are
intrinsic viscosity and GPC. These are both easy to use and are employed for
routine quality control purposes. GPC has proved to be a rapid and precise
method of molecular-weight determination, often requiring as little as a half hour
per sample. One increasingly frequent industrial application that calls for
measurement of molecular-weight distribution is polymer recycling. Mixtures
of virgin and reground material rarely have the same molecular-weight distribu-
tion or even the same average molecular weight if the recycled material comes
from unknown sources. Therefore, it is necessary to ensure that the molecular-
weight distribution of the mixture does not change significantly from batch to
batch, or else the properties of the fabricated part will also vary, sometimes in an
unacceptable manner [29]. For this and the other reasons enumerated in Section
8.1, it is essential that the practicing polymer engineer be thoroughly familiar
with methods of molecular-weight measurement.

Finally, we mention that a number of technologically important polymers,
especially fluoropolymers, are insoluble in suitable solvents, and their molecular-
weight distributions cannot be determined using the methods outlined in this
chapter. Consequently, indirect methods are needed, and one such method is
based on the theory of linear melt viscoelasticity [30]; this is explained in Chapter
14. We also mention that commercial polymers normally contain additives that
serve to minimize changes in molecular weight during processing and use. In the
case of polyolefins, molecular-weight changes are the result of the generation of
free radicals. This process can be arrested by the addition of phenolics that can
donate a hydrogen atom; these phenolics are known as primary antioxidants. Also
commonly added are phosphites, called secondary antioxidants, because they act
in concert with the phenolics to retard the formation of free radicals.
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PROBLEMS

8.1.

8.2.

8.3.

84.

8.5.

8.6.

8.7.

8.8.

If the polymer sample in Example 8.1 contains 1% by weight of an
impurity having a molecular weight of 500 and containing one carboxyl
group per molecule, calculate the percentage error that would result in the
determination of carboxyl end groups in the polymer due to the presence of
the impurity.

Starting from first principles, derive the expression for AT, for cryoscopy
measurements.

If you had the choice of using either water or camphor as the solvent for
cryoscopy, which one would you prefer? Justify your answer by doing
some theoretical calculations.

If a polymer were soluble in both water and toluene, which of the two
would be the preferred solvent for vapor pressure osmometry? Why?
Calculate the colligative properties of aqueous polyethylene oxide solutions
and compare the results with the polystyrene—toluene system data given in
Table 8.1.

Repeat Problem 8.5 for aqueous sodium chloride solutions.

If the room temperature varies by 10°C over the course of osmotic pressure
measurements, what is the maximum percentage error that is likely to result?
In the Zimm method of representing light-scattering data [18], C/I, is
plotted against sin?(0/2) + ke, where k is an arbitrary constant picked to
yield a reasonable spread of points. Show that a grid of points is obtained if
the data given in Table 8.2 are plotted in this manner. Join points corre-
sponding to a given angle and extrapolate to zero concentration. Next, use
the extrapolated points to show that in the limit of zero concentration and
zero scattering angle, C/I, equals 3.47 x 107 in this case.
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8.9. Instead of measuring the intensity of scattered light, it is possible to
measure the intensity / of transmitted or unscattered light. If the fractional
change in light intensity due to unit distance traveled through the sample
equals the product of the number of scattering particles per unit volume N
and their cross-sectional area (csa), how might one experimentally deter-
mine the turbidity 7 defined as N x csa? If I ~ [, show that T equals
(L,/1y)/1, where I is the total scattered light intensity and / is the sample
thickness.

8.10. According to Stokes’ law, the drag force F, on an isolated sphere of
diameter D and moving through a Newtonian liquid of viscosity # is

F, =3mnDv

a

where v is the velocity of the sphere. Use this relationship to calculate the
terminal velocity of a l1-mm glass sphere of 2.5g/cm® density in a
concentrated sugar syrup of 1.4 g/cm’ density and 100 P viscosity. What
is the corresponding value of the diffusion coefficient at a temperature of
25°C?

8.11. When the polymer in Example 8.2 was mechanically sheared, it tended to
degrade with a reduction in molecular weight. If, after shearing, the
measured sedimentation and diffusion coefficients were 3.82 x 10~ sec
and 1.27 x 1077 cm?/sec, respectively, what was the percent reduction in
molecular weight?

8.12. Show that [In ] equals 7y, when 1 is only slightly larger than unity and,
thus, demonstrate that Egs. (8.6.9) and (8.6.10) must necessarily yield the
same value for intrinsic viscosity.

8.13. Han [31] measured efflux times of neutrally buoyant glass spheres
suspended in a hydraulic oil, and his results are listed below.

Volume fraction of spheres Efflux time (sec)
0.0047 4543
0.0094 459.6
0.0141 465.2
0.0188 470.5

If the efflux time of the oil alone is 449.3 sec, do these results validate
Eq. (8.6.4)?

8.14. Listed below are values of the intrinsic viscosity as a function of the degree
of polymerization for solutions of hydrophobically modified (hydro-
xyethyl) cellulose in 0.1% sodium oleate [32]. Determine the Mark—
Houwink parameters.
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Degree of polymerization Intrinsic viscosity (dL/g)
630 3.16
1250 5.62
2510 10.5
4000 15.8

8.15. The cumulative molecular-weight distribution for a polyethylene sample as
obtained using gel permeation chromatography is given below [33].
Determine M,, M,,, and the polydispersity index.

log M Wt% log M Wt% log M Wt%

2.800 0.0 4.014 15.2 5.065 90.7
2.865 0.005 4.070 18.1 5.113 92.2
2.929 0.020 4.126 21.5 5.161 93.7
2.992 0.052 4.182 25.2 5.209 94.8
3.056 0.105 4.237 29.3 5.256 95.8
3.119 0.185 4.292 33.7 5.303 96.6
3.181 0.343 4.346 385 5.349 97.3
3.243 0.475 4.440 43.4 5.395 97.9
3.305 0.706 4.454 48.5 5.440 98.4
3.366 0.999 4.507 53.5 5.485 98.7
3.427 1.38 4.560 583 5.530 99.1
3.488 1.88 4.612 62.9 5.574 99.3
3.548 2.51 4.664 67.3 5.618 99.5
3.607 3.30 4.715 71.4 5.662 99.7
3.667 4.28 4.766 75.1 5.705 99.8
3.725 5.46 4.817 78.15 5.789 99.9
3.784 6.87 4.868 81.6 5.87 100.0
3.842 8.56 4918 84.4

3.900 10.50 4.967 86.7

3.957 12.7 5.016 88.9

8.16. Use the data given in Problem 8.15 to plot the mole fraction distribution
and the weight fraction distribution as a function of the logarithm of the
degree of polymerization.
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Thermodynamics of Polymer
Mixtures

9.1 INTRODUCTION

As with low-molecular-weight substances, the solubility of a polymer (i.e., the
amount of polymer that can be dissolved in a given liquid) depends on the
temperature and pressure of the system. In addition, however, it also depends on
the molecular weight. This fact can be used to separate a polydisperse polymer
sample into narrow molecular-weight fractions in a conceptually easy, albeit
tedious, manner. It is obvious that any help that thermodynamic theory could
afford in selecting solvent and defining process conditions would be quite useful
for optimizing polymer fractionation. Such polymers having a precise and known
molecular weight are needed in small quantities for research purposes. Although
today we use gel permeation chromatography for polymer fractionation, a
working knowledge of polymer solution thermodynamics is still necessary for
several important engineering applications [1].

In the form of solutions, polymers find use in paints and other coating
materials. They are also used in lubricants (such as multigrade motor oils), where
they temper the reduction in viscosity with increasing temperature. In addition,
aqueous polymer solutions are pumped into oil reservoirs for promoting tertiary
oil recovery. In these applications, the polymer may witness a range of
temperatures, pressures, and shear rates, and this variation can induce phase
separation. Such a situation is to be avoided, and it can be, with the aid of

374
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thermodynamics. Other situations in which such theory may be usefully applied
are devolatilization of polymers and product separation in polymerization
reactors. There are also instances in which we want no polymer—solvent
interactions at all, especially in cases where certain liquids come into regular
contact with polymeric surfaces.

In addition, polymer thermodynamics is very important in the growing and
commercially important area of selecting components for polymer—polymer
blends. There are several reasons for blending polymers:

1. Because new polymers with desired properties are not synthesized on a
routine basis, blending offers the opportunity to develop improved
materials that might even show a degree of synergism. For engineering
applications, it is generally desirable to develop easily processible
polymers that are dimensionally stable, can be used at high tempera-
tures, and resist attack by solvents or by the environment.

2. By varying the composition of a blend, the engineer hopes to obtain a
gradation in properties that might be tailored for specific applications.
This is true for miscible polymer pairs such as polyphenylene oxide
and polystyrene that appear and behave as single-component polymers.

3. If one of the components is a commodity polymer, its use can reduce
the cost or, equivalently, improve the profit margin for the more
expensive blended product.

Although it is possible to blend two polymers by either melt-mixing in an
extruder or dissolving in a common solvent and removing the solvent, the
procedure does not ensure that the two polymers will mix on a microscopic
level. In fact, most polymer blends are immiscible or incompatible. This means
that the mixture does not behave as a single-phase material. It will, for example,
have two different glass transition temperatures, which are representative of the
two constituents, rather than a single 7,. Such incompatible blends can be
homogenized somewhat by using copolymers and graft polymers or by adding
surface-active agents. These measures can lead to materials having high impact
strength and toughness.

In this chapter, we present the classical Flory—Huggins theory, which can
explain a large number of observations regarding the phase behavior of concen-
trated polymer solutions. The agreement between theory and experiment is,
however, not always quantitative. Additionally, the theory cannot explain the
phenomenon of phase separation brought about by an increase in temperature. It
is also not very useful for describing polymer—polymer miscibility. For these
reasons, the Flory—Huggins theory has been modified and alternate theories have
been advanced, which are also discussed.
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9.2 CRITERIA FOR POLYMER SOLUBILITY

A polymer dissolves in a solvent if, at constant temperature and pressure, the
total Gibbs free energy can be decreased by the polymer going into solution.
Therefore, it is necessary that the following hold:

AGy = AH,y — TAS, ;< 0 (9.2.1)

For most polymers, the enthalpy change on mixing is positive. This necessitates
that the change in entropy be sufficiently positive if mixing is to occur. These
changes in enthalpy and entropy can be calculated using simple models; these
calculations are done in the next section. Here, we merely note that Eq. (9.2.1) is
only a necessary condition for solubility and not a sufficient condition. It is
possible, after all, to envisage an equilibrium state in which the free energy is still
lower than that corresponding to a single-phase homogeneous solution. The
single-phase solution may, for example, separate into two liquid phases having
different compositions. To understand which situation might prevail, we need to
review some elements of the thermodynamics of mixtures.

A partial molar quantity is the derivative of an extensive quantity M with
respect to the number of moles n; of one of the components, keeping the
temperature, the pressure, and the number of moles of all the other components
fixed. Thus,

M:CW) (9.2.2)
on; T.P.n,

It is easy to show [2] that the mixture property M can be represented in
terms of the partial molar quantities as follows:

M =Y Mn (9.2.3)

For an open system at constant temperature and pressure, however,

dM = 3" M, dn, (9.2.4)

but Eq. (9.2.3) gives

dM = >" M, dn, + > n; dM, (9.2.5)
so that
>ondM; =0 (9.2.6)

which is known as the Gibbs—Duhem equation.
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Let us identify M with the Gibbs free energy G and consider the mixing of
n, moles of pure component 1 with n, moles of pure component 2. Before
mixing, the free energy of both components taken together, G gy, 18

comp Zgz n; (927)

where g; is the molar free energy of component i. After mixing, the free energy of
the mixture, using Eq. (9.2.3), is as follows:

Ghixture = Z Gn,; (9.2.8)

Consequently, the change in free energy on mixing is
2 _
AGy =3 (G —gn (9.2.9)
i=1

and dividing both sides by the total number of moles, n; + n,, yields the
corresponding result for 1 mol of mixture,

Ag, = Z (G; — g% (9.2.10)
where x; denotes mole fraction.

It is common practice to call the partial molar Gibbs free energy Gi the
chemical potential and write it as ;. Clearly, g; is the partial molar Gibbs free
energy for the pure component. Representing it as u), we can derive from
Eq. (9.2.10) the following:

Ag,, = xAu; + x,An, (9.2.11)

where Au; = u; — 1 and A, =, — 1. Because x, +x, equals unity,
Eq. (9.2.11) can be written

Ag, = Apy + x(Apy — Apy) (9.2.12)
Differentiating this result with respect to x, gives
dAg i dp, dpy
— = A A —= - 9.2.13
&, d2+( ty — Apy) +x; &,  dx, ( )
du
= (A, — A
(Apy H|)+x2d +x ldxz
From Eq. (9.2.6), however, Z% x; dp; equals 0. Therefore, Eq. (9.2.13) becomes
dAg
—2 =Au, — A 9.2.14
dx, Ho 1y ( )
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and solving Eq. (9.2.14) simultaneously with Eq. (9.2.11) yields

dAgm
Auy = Ag,, — x5 e (9.2.15)
2
dA
Ay = Ag,, +x, dg’” (9.2.16)
X2

Thus, if Ag,, can be obtained by some means as a function of composition, the
chemical potentials can be computed using Egs. (9.2.15) and (9.2.16). The
chemical potentials are, in turn, needed for phase equilibrium calculations.

Let us now return to the question of whether a single-phase solution or two
liquid phases will be formed if the AG,, of a two-component system is negative.
This question can be answered by examining Figure 9.1, which shows two
possible Ag,, versus x, curves; these two curves may correspond to different
temperatures. It can be reasoned from Eqs. (9.2.15) and (9.2.16) that the chemical
potentials at any composition x, can be determined simply by drawing a tangent to
the Ag,, curve at x, and extending it until it intersects with the x, = 0 and x, = 1
axes. The intercept with x, = 0 gives Ay, whereas that with x, = 1 gives Ap,.

Following this reasoning, it is seen that the curve labeled 7, has a one-to-
one correspondence between Ay, and x, or, for that matter, between Ay, and x,.
This happens because the entire curve is concave upward. Thus, there are no two
composition values that yield the same value of the chemical potential. This
implies that equilibrium is not possible between two liquid phases of differing
compositions; instead, there is complete miscibility. At a lower temperature 7,,
however, the chemical potential at x), equals the chemical potential at xj.
Solutions of these two compositions can, therefore, coexist in equilibrium. The
points x5 and xj are called binodal points, and any single-phase system having a
composition between these two points can split into these two phases with relative

.

Agyy

Al

FIGURE 9.1 Free-energy change of mixing per mole of a binary mixture as a function
of mixture composition.
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FIGURE 9.2 Temperature—composition diagram corresponding to Figure 9.1.

amounts of each phase determined by a mass balance. Phase separation occurs
because the free energy of the two-phase mixture denoted by the point marked Ag
is less than the free energy Ag* of the single-phase solution of the same average
composition. Points S’ and S” are inflection points called spinodal points, and
between these two points the Ag,, curve is concave downward. A solution having
a composition between these two points is unstable to even the smallest
disturbance and can lower its free energy by phase separation. Between each
spinodal point and the corresponding binodal point, however, Ag,, is concave
upward and, therefore, stable to small disturbances. This is called a metastable
region; here, it is possible to observe a single-phase solution—but only for a
limited period of time.

The presence of the two-phase region depends on temperature. For some
solutions, at a high enough temperature called the upper critical solution
temperature, the spinodal and binodal points come together and only single-
phase mixtures occur above this temperature. This situation is depicted in Figure
9.2 on a temperature—composition diagram. Here, the locus of the binodal points
is called the binodal curve or the cloud point curve, whereas the locus of the
spinodal points is called the spinodal curve. Next, we direct our attention to
determining the free-energy change on mixing a polymer with a low-molecular-
weight solvent.

9.3 THE FLORY-HUGGINS THEORY

The classical Flory—Huggins theory assumes at the outset that there is neither a
change in volume nor a change in enthalpy on mixing a polymer with a low-
molecular-weight solvent [3-5]; the influence of non-athermal (AH, i, 7 0)
behavior is accounted for at a later stage. Thus, the calculation of the free-energy
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FIGURE 9.3 Schematic diagram of a polymer molecule on a two-dimensional lattice.

change on mixing at a constant temperature and pressure reduces to a calculation
of the change in entropy on mixing. This latter quantity is determined with the
help of a lattice model using formulas from statistical thermodynamics.

We assume the existence of a two-dimensional lattice with each lattice site
having z nearest neighbors, where z is the coordination number of the lattice; an
example is shown in Figure 9.3. Each lattice site can accommodate a single
solvent molecule or a polymer segment having a volume equal to a solvent
molecule. Polymer molecules are taken to be monodisperse, flexible, initially
disordered, and composed of a series of segments the size of a solvent molecule.
The number of segments in each polymer molecule is m, which equals V,/V;, the
ratio of the molar volume of the polymer to the molar volume of the solvent. Note
that m is not the degree of polymerization.

We begin with an empty lattice and calculate the number of ways, €, of
arranging n, solvent molecules and 7, polymer molecules in the n, = n, + mn,
lattice sites. Because the heat of mixing has been taken to be zero, each
arrangement has the same energy and is equally likely to occur. The only
restriction imposed is by the connectivity of polymer chain segments. It must
be ensured that two segments connected to each other lie on the nearest
neighboring lattice sites. Once Q is known, the entropy of the mixture is given
by k1InQ, where & is Boltzmann’s constant.

9.3.1 Entropy Change on Mixing

In order to calculate the entropy of the mixture, we first arrange all of the polymer
molecules on the lattice. The identical solvent molecules are placed thereafter. If
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polymer molecules have already been placed, the number of lattice sites still
available number n, — jm. Thus, the first segment of the (j + 1)st molecule can
be arranged in n, — jm ways. The second segment is connected to the first one
and so can be placed only in one of the z neighboring sites. All of these may,
however, not be vacant. If the polymer solution is relatively concentrated so that
chain overlap occurs, we would expect that, on average, the fraction of
neighboring sites occupied ( /) would equal the overall fraction of sites occupied.
Thus, f = jm/n,. As a result, the second segment of the (j + 1)st molecule can
be placed in z(1 —f) ways. Clearly, the third segment can be placed in
(z—1)(1 —f) ways, and similarly for subsequent segments. Therefore, the
total number of ways €, in which the (j+ 1)st polymer molecule can be
arranged is the product of the number of ways of placing the first segment with
the number of ways of placing the second segment and the number of ways of
placing each subsequent segment. Thus,

Q1 = (ng — jm)z(1 — f) ﬁ(z— (1 —f) ©93.1)

where the symbol [] denotes product. As a consequence,

Q1 = (ng —jm)z(z — )" (1 —f)"!
= (g — jm)(z — 1" (1 — )"

. m—1
= -z = 17 (1-27)

0
m—1
= (ng —jm)" <Z_1> (9.3.2)
ny

The total number of ways of arranging all of the n, polymer molecules, Q,, is the
product of the number of ways of arranging each of the n, molecules in sequence.
This fact and Eq. (9.3.2) yield

n—1 (o m—1
Q,=1T] |:(”0 —jm)m< o 1) :| (9.3.3)

J=0

where the index only goes up to n, — 1 because j = 0 corresponds to the first
polymer molecule. The development so far assumes that all of the polymer
molecules are different. They are, however, identical to each other. This reduces
the total number of possible arrangements by a factor of n,!, and it is therefore
necessary to divide the right-hand side of Eq. (9.3.3) by #n,!.

Having arranged all of the polymer molecules, the number of ways of
fitting all of the indistinguishable solvent molecules into the remaining lattice
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sites is exactly one. As a result, Q, equals €2, the total number of ways of placing
all the polymer and solvent molecules on to the lattice. Finally, then,

Smixture = K InQ (9.3.4)

and using Eq. (9.3.3) properly divided by #,!:

S . ny—1 ml z—1
mixture _ ln(nzl) +m Z ln(no —]m) + (m — 1) Z ln< )
k j=0 =0\ o

(9.3.5)

Because j does not appear in the last term on the right-hand side of Eq. (9.3.5),
that term adds up to (m — 1)n, In[(z — 1)/n,]. Also, the first term can be replaced
by Stirling’s approximation:

(ny)) =ny,Inn, —n, (9.3.6)

Now, consider the summation in the second term:
ny—1 ny—1 n
> In(ng —jm)= Y In [m<—° —j)}
j=0 j=0 m

n,—1
I 1n<”°—j) 9.3.7)
j=0 m

Furthermore,

m
G+
GG G )G =)
GEnE
— m[%} (9.3.8)
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Combining all of these fragments and again using Stirling’s approximation in
Eq. (9.3.8) yields

S
%mre: —nzlnn2+n2+m|:n21nm+ (n—o)ln (n_o) o

m

_ (g_@) ln(%—nz) T (%—@)}

+ (m — D)n, ln<zn_ 1) (9.3.9)

0

which, without additional tricks, can be simplified to the following:
Smixtu n n
%“ez —n, 1n(i) +ny —mny —n, ln(n—:) (9.3.10)
4+ (m — 1)[n, In(z — 1)]

Adding to and subtracting 7, Inm from the right-hand side of Eq. (9.3.10) gives
the result

S .
—hixture _ _p, ln(%) —n;In <ﬂ)
k ny un

4+ ny[(m— 1) Iniz — 1)+ (1 — m) + Inm] (9.3.11)
The entropy of the pure polymer S, can be obtained by letting #, be zero and
be mn, in Eq. (9.3.11):
S
f:nz[(m— DInz — 1) + (1 — m) + Inm] (9.3.12)

Similarly, the entropy of the pure solvent S, is obtained by setting n, equal to zero
and n; equal to n;:

Si_
L=
Using Egs. (9.3.11)~(9.3.13),

AS, ASmixture - Sl - SZ

mixing —

- —k[nl 1n<"‘> Fn, 1n<’"”2>} (9.3.14)
un ny

From the way that m and n,, have been defined, it is evident that n, /n, equals ¢,
the volume fraction of the solvent, and mn, /n, equals ¢,, the volume fraction of
the polymer. As a result,

AS = —k[n, In¢; + n, In ¢,] (9.3.15)

0 (9.3.13)
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which is independent of the lattice coordination number z. The change in entropy
on mixing n; moles of solvent with #, moles of polymer will exceed by a factor
of Avogadro’s number the change in entropy given by Eq. (9.3.15); multiplying
the right-hand side of this equation by Avogadro’s number gives

AS = —R[n; In¢, + ny In ,] (9.3.16)

where R is the universal gas constant and », and 7, now represent numbers of
moles. Note that if m were to equal unity, ¢, and ¢, would equal the mole
fractions and Eq. (9.3.16) would become identical to the equation for the change
in entropy of mixing ideal molecules [2]. Note also that Eq. (9.3.16) does not
apply to dilute solutions because of the assumption that / equals jm/n, and is
independent of position within the lattice.

Example 9.1: One gram of polymer having molecular weight 40,000 and density
1g/cm® is dissolved in 9g of solvent of molecular weight 78 and density
0.9g/cm’.

(a) What is the entropy change on mixing?
(b) How would the answer change if a monomer of molecular weight 100
were dissolved in place of the polymer?

Solution:

(@ n, =9/78=0.115; n, = 2.5 x 1075; ¢, = (9/0.9)/[(9/0.9) + 1] =
0.909; ¢, =0.091. Therefore, AS = —R[0.1151n0.909 + 2.5x
107°1n0.091] = 0.011R.

(b) In this case, AS = —R[n; Inx; + n, Inx,], with n, = 0.01, x; = 0.92,
and x, = 0.08 so that AS = 0.035R.

9.3.2 Enthalpy Change on Mixing

If polymer solutions were truly athermal, AG of mixing would equal —T'AS, and,
based on Eq. (9.3.16), this would always be a negative quantity. The fact that
polymers do not dissolve very easily suggests that mixing is an endothermic
process and AH > 0. If the change in volume on mixing is again taken to be zero,
AH equals AU, the internal energy change on mixing. This latter change arises
due to interactions between polymer and solvent molecules. Because intermole-
cular forces drop off rapidly with increasing distance, we need to consider only
nearest neighbors in evaluating AU. Consequently, we can again use the lattice
model employed previously.

Let us examine the filled lattice and pick a polymer segment at random. It is
surrounded by z neighbors. Of these, z¢, are polymeric and z¢, are solvent. If the
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energy of interaction (a negative quantity) between two polymer segments is
represented by e,, and that between a polymer segment and a solvent molecule by
e1,, the total energy of interaction for the single polymer segment is

2¢ye + 20 €15

Because the total number of polymer segments in the lattice is ny¢,, the
interaction energy associated with all of the polymer segments is

%”04’2@52622 + ¢e12)

where the factor of % has been added to prevent everything from being counted
twice.

Again, by similar reasoning, the total energy of interaction for a single
solvent molecule picked at random is

z¢ ey +zze,

where e, is the energy of interaction between two solvent molecules. Because
the total number of solvent molecules is ny¢,, the total interaction energy is

zny P,
2

(Prenr + darer2)

For the pure polymer, the energy of interaction between like segments before
mixing (using a similar lattice) is

nyp,zer,
2

For pure solvent, the corresponding quantity is

nopzey,
2

From all of these equations, the change in energy on mixing, AU, is the
difference between the sum of the interaction energy associated with the polymer
and solvent in solution and the sum of the interaction energy of the pure
components. Thus,

AU = §n0¢2(¢2ezz + ¢re12) +Zno%(¢lell + daen)
_ nopyzey;  nydzey
2 2
- Z%[Zd)lqszelz — ¢ 1Pre1; — P Pren]
= Aeznyp, ¢, (9.3.17)
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where Ae = (1/2)(2e;, — e;; — e5,), and the result is found to depend on the
unknown coordination number z. Because z is not known, it makes sense to lump
Ae along with it and define a new unknown quantity y;, called the interaction
parameter:

B zAe

=" (9.3.18)

4
whose value is zero only for athermal mixtures. For endothermic mixing, y; is
positive (the more common situation), whereas for exothermic mixing, it is
negative. Combining Egs. (9.3.17) and (9.3.18) yields

AH,, = AUy, = KTn0, ¢ (9.3.19)
= kTyn ¢,

and the magnitude of y, has to be estimated by comparison with experimental
data.

9.3.3 Free-Energy Change and Chemical
Potentials

If we assume that the presence of a nonzero AH,, does not influence the
previously calculated AS,,, a combination of Egs. (9.2.1), (9.3.15), and
(9.3.19) yields

AGy =kT[nIng, +ny In, + 1, ¢,] (9.3.20)

Because volume fractions are always less than unity, the first two terms in
brackets in Eq. (9.3.20) are negative. The third term depends on the sign of the
interaction parameter, but it is usually positive. From Eq. (9.3.18), however,
decreases with increasing temperature so that AG,, should always become
negative at a sufficiently high temperature. It is for this reason that a polymer—
solvent mixture is warmed to promote solubility. Also note that if one increases
the polymer molecular weight while keeping n,, ¢, ¢,, and T constant, n,
decreases because the volume per polymer molecule increases. The consequence
of this fact, from Eq. (9.3.20), is that AG,, becomes less negative, which implies
that a high-molecular-weight fraction is less likely to be soluble than a low-
molecular-weight fraction. This also means that if a saturated polymer solution
containing a polydisperse sample is cooled, the highest-molecular-weight compo-
nent will precipitate first. In order to quantify these statements, we have to use the
thermodynamic phase equilibrium criterion [2]

wl =l (9.3.21)
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where i = 1, 2 and A and B are the two phases that are in equilibrium. In writing
Eq. (9.3.21), it is assumed that the polymer, component 2, is monodisperse. The
effect of polydispersity will be discussed later.

The chemical potentials required in Eq. (9.3.21) can be computed using
Eq. (9.3.20), the definition of the chemical potential as a partial molar Gibbs
free energy, and the fact that

AGM = Gmixture - Gl - G2 (9322)
so that
Gixture = 1181 + 1282 + RT[n In ¢y + ny In ¢, + 11, ¢,] (9.3.23)

where n; and n, now denote numbers of moles rather than numbers of molecules,
and g; and g, are the molar free energies of the solvent and polymer, respectively.
Differentiating Eq. (9.3.23) with respect to n; and n,, in turn, gives the following:

8Gmixturr::
Ml - anl
[ n 9,  ny ¢, 3o,
=g +RT|Inp, +— —+—= —+ 10, + in — (9.3.24)
: L ! ¢y ony ¢y On e 11 on,
_ aGmixtura
Hy = on,
[ny ¢, ny ¢, 3¢2i|
=g +RT|— —+Ind, +—= —+ yn— (9.3.25)
£ [ $1 Ony ? by Oy o dny
Recognizing that
n; mn,
= —_— — d = —_——
¢ ny + mn, an 92 ny + mn,
gives the following:
0
b (9.3.26)
ony  ny+mn,
0
W __md (9.3.27)
on, n; + mn,
0
3, _ ¢ (9.3.28)
on, n; + mn,
0
Wy _ _mhr (9.3.29)

ony, ny+mn,
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Introducing these results into Egs. (9.3.24) and (9.3.25) and simplifying gives

0

L SR () R 9:3.30)
0

B0l (1= §)(1 —m) +In gy + ym(1 — ) (9.3.31)

RT

in which g, and g, have been relabeled i and u, respectively. The preceding
two equations can now be used for examining phase equilibrium.

9.3.4 Phase Behavior of Monodisperse
Polymers

If we mix n; moles of solvent with #, moles of polymer having a known molar
volume or molecular weight (i.e., a known value of m), the chemical potential of
the solvent in solution is given by Eq. (9.3.30). If we fix y,, we can easily plot
(u; — 19)/RT as a function of ¢,. By changing 7, and repeating the procedure,
we get a family of curves at different temperatures, because there is a one-to-one
correspondence between y; and temperature. Such a plot is shown in Figure 9.4
for m equaling 1000, taken from the work of Flory [3,5]. Note that increasing
is equivalent to decreasing temperature.

By examining Figure 9.4, we find that for values of y, below a critical value
Z.» there is a unique relationship between y; and ¢,. Above y,, however, the plots
are bivalued. Because the same value of the chemical potential occurs at two
different values of ¢,, these two values of ¢, can coexist at equilibrium. In other
words, two phases are formed whenever y; > y . To calculate the value of y,,
note that at ; = y,, there is an inflection point in the u,; versus ¢, curve. Thus,
we can obtain y, by setting the first two derivatives of 1, with respect to ¢, equal
to zero. Using Eq. (9.3.30) to carry out these differentiations,

i 1 ( 1>
—— ="+ 1= +204¢ (9.3.32)
3¢, 1— ¢, m e
%1, _ 1
gy (1—¢)’
At y, =y, and ¢, = ¢,., these two derivatives are zero. Solving for y, from
each of the two equations yields the following:

+2y, (9.3.33)

— ; _ _ l —1
" 2050 = ) (1 m)(2¢2c) (9.3.34)

1

= 9.3.35
2(1 - ¢26)2 ( )

Ae
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Ln

—t - )/RT % 10°

—-1.5

FIGURE 9.4 Solvent chemical potential as a function of polymer volume fraction for
m = 1000. The value of y, is indicated on each curve. (Reprinted from Paul J. Flory,
Principles of Polymer Chemistry. Copyright © 1953 Cornell University and copyright ©
1981 Paul J. Flory. Used by permission of the Publisher, Cornell University Press.)

Equating the right-hand sides of the two previous equations gives

1
= 9.3.36
¢20 1 + ﬁ ( )
which means that
1 1 1
Y, =—+—+— 9.3.37

and y, — % as m becomes very large. Thus, knowing m allows us to derive , or,
equivalently, the temperature at which two liquid phases first begin to appear; this
is the upper critical solution temperature (UCST) shown in Figure 9.2. The
corresponding UCST for polymer of infinite molecular weight is known as the
Flory temperature or theta temperature, and it is higher than the UCST of polymer
having a finite molecular weight. It is clear, however, that if the theory is valid,
complete solubility should be observed for y; < 0.5. It is also desirable to plot the
binodal or the temperature—composition curve separating the one- and two-phase
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regions. The procedure for doing this is deferred until after we discuss the method
of numerically relating y, to temperature.

9.3.5 Determining the Interaction Parameter

The polymer—solvent interaction parameter y; can be calculated from Eq. (9.3.30)
in conjunction with any experimental technique that allows for a measurement of
the chemical potential. This can be done via any one of several methods,
including light scattering and viscosity, but most commonly with the help of
vapor-pressure or osmotic pressure measurements [1-6]. Let us examine both.

If we consider a pure vapor to be ideal, then the following is true at constant
temperature:

RT
du=dg =vdP =7 dP (9.3.38)

where g and v are the molar free energy and molar volume, respectively.
Integrating from a pressure P, to pressure P gives

P
wT, P)— (T, Py = RT1n<P—) (9.3.39)
0

The equivalent expression for a component, say 1, in a mixture of ideal gases
with mole fraction y, is given by the following [2]:

Py
w(T, P, y) — (T, Py) = RTln<P1) (9.3.40)
0
If the vapor is in equilibrium with a liquid phase, the chemical potential of each
component has to be the same in both phases. Also, for a pure liquid at
equilibrium, P equals the vapor pressure PY. Thus, denoting as u¢ the pure
liquid 1 chemical potential, we can derive the following, using Eq. (9.3.39):

PO
1w = (T, Py) +RT1n<P—1> (9.3.41)
0

Similarly, for component 1 in a liquid mixture in equilibrium with a mixture of
gases, the liquid-phase chemical potential is, from Eq. (9.3.40),

P
1 = (T, Py) +RT1n(Py1> (9.3.42)
0

Subtracting Eq. (9.3.41) from Eq. (9.3.42) to eliminate pu,(7, P,) gives the
following [7]:

P
1y — = RTln(%) (9.3.43)
1
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but Py, is the partial pressure P, of component 1 in the gas phase. Combining
Egs. (9.3.30) and (9.3.43) gives

ln(%) =In(1 — ¢,) + 4)2(1 - %) + 163 (9.3.44)
1
where the left-hand side is also written as a;, in which a, is the solvent activity.
Thus, measurements of P; as a function of ¢, can be used to obtain y, over a
wide range of concentrations.

The situation with osmotic equilibrium is shown schematically in Figure
8.4, and it has been discussed previously in Chapter 8. At equilibrium, the
chemical potential of the solvent is the same on both sides of the semipermeable
membrane. Thus,

(T, P)=u,(T, P+, x,) (9.3.45)

where 7 is the osmotic pressure and x; is the mole fraction of solvent in solution.
From elementary thermodynamics, however,

P+m
w(T, P+m, x)=u (T, P, xy) +J v, dP (9.3.46)
P

in which I_/l is the partial molar volume. The term x,(7, P) is the same as what
we have been calling p; therefore, Egs. (9.3.45) and (9.3.46) imply that

P+n
w — ) = —J V,dP =~ —v, dn (9.3.47)
P
because the partial molar volume is not too different from the molar volume of
the solvent.

Using the Flory—Huggins expression for the difference in chemical poten-
tials in Eq. (9.3.47) gives

n= —(1‘;) [111(1 — )+ (1 — %) b, + m)ﬁ} (9.3.48)
1

which can be rewritten in a slightly different form if we expand 1 — ¢, in a Taylor
series about ¢, = 0. Retaining terms up to qﬁg, we get

RT 1 3
- (v_1> [%Jr (E_Xl)‘ﬁ%J“%J“"} (9.3.49)

which can again be used to evaluate y; using experimental data. A comparison of
Eq. (9.3.49) with Eq. (8.3.22) shows that the second virial coefficient is O at the
theta temperature because y; equals 0.5 at that condition.

Typical data for y; as a function of ¢, obtained using these methods are
shown in Figure 9.5 [5]. It is found that although solutions of rubber in benzene
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FIGURE 9.5 Influence of composition on the polymer—solvent interaction parameter.
Experimental values of the interaction parameter y; are plotted against the volume fraction
¢, of polymer. Data for polydimethylsiloxane (M = 3850) in benzene (A), polystyrene in
methyl ethyl ketone (@), and polystyrene in toluene (O) are based on vapor-pressure
measurements. Those for rubber in benzene (V) were obtained using vapor-pressure
measurements at higher concentrations and isothermal distillation equilibration with
solutions of known activities in the dilute range. (Reprinted from Paul J. Flory, Principles
of Polymer Chemistry. Copyright © 1953 Cornell University and copyright © 1981 Paul
J. Flory. Used by permission of the Publisher, Cornell University Press.)

behave as expected, most systems are characterized by a concentration-dependent
interaction parameter [5,8]. In addition, y,; does not follow the expected inverse
temperature dependence predicted by theory [S]. This suggests that AH,, is not
independent of temperature. To take the temperature dependence of AH,, into
account, Flory uses the following expression for y, that involves two new
constants, 6 and  [5]:

1 0
==—yYl1l—= 9.3.50
n=3-v(1-) 0.3.50)
One way of determining these constants is to first determine the upper critical
solution temperature, 7., as a function of polymer molecular weight. At T, y; is
equal to .. Equations (9.3.37) and (9.3.50) therefore yield

1 1 1 1 0

st —=t—=-—yl1-= 3.51

2t mtam T2 "’( TC> ©3:51)
or, upon rearrangement,

I 1 1/1 1

el — 9.3.52

r=o[1+5 Gt )] -
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TABLE 9.1 UCST Data for Solutions of PS in DOP

Molecular weight (x1073) UCST (°C) Molar volume ratio (x1073)
2.00 59 0.456
2.80 7.4 0.639
3.35 8.0 0.770
4.70 8.8 1.072
9.00 9.9 2.069
18.00 12.0 4.131

Source: Ref. 10.

so that a plot of 1/T, versus [(1/2m) + (1/4/m)] should be a straight line with a
slope of 1/6y and an intercept of 1/6. These are, in fact, the results obtained by
Schultz and Flory [9], and this allows for easy determination of i and 6. Clearly,
%, equals 0.5 when T equals 0 and, therefore, the parameter 0 is the theta
temperature referred to earlier and is the maximum in the cloud point curve for an
infinite-molecular-weight polymer. It can be shown that at the theta temperature,
the effect of attraction between polymer segments exactly cancels the effect of the
excluded volume and the random coil described in the next chapter exactly obeys
Gaussian statistics. Also, the Mark—Houwink exponent equals % under theta
conditions.

The value of the interaction parameter is often used as a measure of solvent
quality. Solvents are normally designated as “good” if y; < 0.5 and “poor” if
11 > 0.5; an interaction parameter value of exactly 0.5 denotes an ideal solvent or
a theta solvent.

Example 9.2: Listed in Table 9.1 are data for the upper critical solution
temperature of six polystyrene (PS)-in-dioctylphthalate (DOP) solutions as a
function of molecular weight [10]. Also given is the corresponding ratio of molar
volumes. Determine the temperature dependence of the interaction parameter.

Solution: The data of Table 9.1 are plotted in Figure 9.6 according to
Eq. (9.3.52). From the straight-line graph, we find that \y = 1.45 and
0 = 288 K. This value of the theta temperature is bracketed by similar values
estimated by viscometry and light-scattering techniques [10].

9.3.6 Calculating the Binodal

Once the interaction parameter in the form of Eq. (9.3.50) has been determined,
the entire temperature—composition phase diagram or the binodal curve can be
calculated using the conditions of phase equilibrium. At a chosen temperature, let
the two polymer compositions in equilibrium with each other be qﬁzc and qﬁ? . Let
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FIGURE 9.6 Plot of the reciprocal of the critical precipitation temperatures (1/7,)
against [1/4/m + 1/(2m)] for six polystyrene fractions in DOP. (From Ref. 10.)

the corresponding chemical potentials be p§ and u2. Because the latter two
values must be equal to each other, Eq. (9.3.31) implies the following:

In ¢S — (m — 1)(1 — ¢5) + yym(1 — ¢5)*
=I5 — (m—1)(1 — ¢3) + 1ym(1 — ¢3)’ (9.3.53)

This equation can be solved to give y; in terms of ¢2C and qﬁé) Another expression
for y, in terms of q52c and (]5? can be obtained by using Eq. (9.3.30) to equate the
chemical potentials of the solvent in the two phases. These two expressions for y,
can be used to obtain a single equation relating qbzc to qb? . Thereafter, we simply
pick a value of ¢2C and solve for the corresponding value of (j)? . By picking
enough different values of ¢2C, we can trace the entire binodal curve because the
value of y; and, therefore, T is known for any ordered pair (bzc , qbf . Approximate
analytical expressions for the resulting compositions and temperature have been
provided by Flory [5], and sample results for the polyisobutylene-in-diisobutyl
ketone system are shown in Figure 9.7 [5,9]. Although the theoretical predictions
are qualitatively correct, the critical point occurs at a lower than measured
concentration. Also, the calculated binodal region is too narrow. Tompa has
shown that much more quantitative agreement could be obtained if y; were made
to increase linearly with polymer volume fraction [11]. We shall, however, not
pursue this aspect of the theory here.

In closing this subsection, we note that the phase equilibrium calculation
for polydisperse polymers is conceptually straightforward but mathematically
tedious. Each polymer fraction has to be treated as a separate species with its own
chemical potential given by an equation similar to Eq. (9.3.31). The interaction
parameter, however, is taken to be independent of molecular weight. It is
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FIGURE 9.7 Phase diagram for three polyisobutylene fractions (molecular weights
indicated) in diisobutyl ketone. Solid curves are drawn through the experimental points.
The dashed curves have been calculated from theory. (Reprinted with permission from
Shultz, A. R., and P. J. Flory: “Phase Equilibria in Polymer-Solvent Systems,” J. Am.
Chem. Soc., vol. 74, pp. 4760-4767, 1952. Copyright 1952 American Chemical Society.)

necessary to again equate chemical potentials in the two liquid phases and carry
out proper mass balances to obtain enough equations in all of the unknowns.
Details are available elsewhere [12]. The procedure can be used to predict the
results of polymer fractionation [13].

9.3.7 Strengths and Weaknesses of the
Flory-Huggins Model

The Flory—Huggins theory, which has been described in detail in this chapter, is
remarkably successful in explaining most observations concerning the phase
behavior of polymer—solvent systems. For a binary mixture, this theory includes
the prediction of two liquid phases and the shift of the critical point to lower
concentrations as the molecular weight is increased (see Fig. 9.7). In addition, the
theory can explain the phase behavior of a three-component system—whether it
is two polymers dissolved in a common solvent or a single polymer dissolved in
two solvents. The former situation is relevant to polymer blending [14], whereas
the latter is important in the formation of synthetic fibers [15] and membranes
[16] by phase inversion due to the addition of nonsolvent. Computation of the
phase diagram is straightforward [5], and results are represented on triangular
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diagrams. Note, though, that the index 7 in Eq. (9.3.21) ranges from 1 to 3 and, in
general, we have three separate interaction parameters relating the three different
components. We may also use the theory to interpret the swelling equilibrium of
cross-linked polymers brought into contact with good solvents [5]. Because a
cross-linked polymer cannot dissolve, it imbibes solvent in a manner similar to
that in osmosis. As with osmosis, the process is again self-limiting because
swelling causes polymer coil expansion, generating a retractile force (see Chapter
10) that counteracts further absorption of the solvent. The extent of swelling can
be used to estimate the value of the polymer—solvent interaction parameter. A
technological application of this phenomenon is in the synthesis of porous
polymer sorbents as replacements for activated carbon used in the removal of
volatile organic compounds from wastewater streams. In this process, a nonpor-
ous polymer is lightly cross-linked and then made to swell with the help of an
appropriate solvent [17]. Further cross-linking in the swollen state gives a
material having a very high degree of porosity.

The Flory—Huggins theory has weaknesses, however. Although some
quantitative disagreement between the observed and predicted size of the binodal
region has already been noted, the major failure has to do with the inability to
predict phase separation above a critical temperature, known as the lower critical
solution temperature. Freeman and Rowlinson have found that even nonpolar
polymers that do not interact with the solvent would demix with increasing
temperature [18]. Because the AS of mixing is always positive in the Flory—
Huggins theory and because j, always decreases with increasing temperature,
such a phase separation is totally inexplicable. The resolution of this enigma is
discussed in the next section. We close this section by also noting that the Flory—
Huggins theory fails for very dilute solutions due to the breakdown of the
spatially uniform polymer concentration assumption. The actual entropy change
on mixing is found to be less than the predicted theoretical value because polymer
molecules in dilute solution exist as isolated random coils whose sizes are a
function of the molecular weight. This makes y; a function of the polymer chain
length [5,19].

Note that the Flory—Huggins theory applies to flexible macromolecules
only. Rodlike particles can be treated in an analogous manner [20] and the results
can be used to explain the behavior of polymeric liquid crystals.

9.4 FREE-VOLUME THEORIES

A basic assumption in the Flory—Huggins theory is the absence of a change in
volume on mixing. This, however, is not exactly true. As Patterson explains in his
very readable review [21], the free volume of the polymer differs markedly from
the solvent free volume. (See Chapter 13 for an extensive discussion about the
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free volume.) The solvent is much more “expanded” due to its larger free volume.
When mixing occurs, the solvent loses its free volume and there is a net decrease
in the total volume. This result is analogous to, but not the same as, the process of
condensation of a gas; in a condensation process, latent heat is evolved and there
is an increase in order. Thus, both AH and AS are negative. This happens even
when the polymer and the solvent are chemically similar. Both of these
contributions need to be included in the free-energy change on mixing. As the
free-volume dissimilarity between the polymer and the solvent increases with
increasing temperature, the free-volume effect is likely to be more important at
elevated temperatures. One way of accounting for this effect is to consider the
interaction parameter y; to be composed of an entropic part in addition to the
enthalpic part. Thus,

X1 =2t xs 9.4.1)

Indeed, Eq. (9.3.50) already does this, with y,; being ¥60/T and y¢ being (% — ).
Now, we also have to add the free-volume contributions. This is done using an
equation of state that allows for a calculation of the volume, enthalpy, and entropy
change on mixing from a knowledge of the pure-component properties and a
limited amount of solution data. Qualitatively, though, we expect the y;
contribution arising from free-volume effects to increase with increasing tempera-
ture. This is shown in Figure 9.8. When this free-volume contribution is added to
the interaction parameter given by Eq. (9.3.50), the result is a minimum in the ¥,
versus temperature curve. Because phase separation originates from a large

2
2 &—-—CST
£ ¥l
&
E &? o
Py ¥
Polymer volume fraction
(@) (0

FIGURE 9.8 (a) Phase diagram of a polymer solution showing the phase separation
occurring at high temperatures above the lower critical solution temperature (LCST). (b)
The temperature dependence of the y; parameter: curve 3, total y;; curve 2, contribution to
1, due to free-volume dissimilarity between polymer and solvent; curve 1, contribution to
1, due to contact-energy dissimilarity between polymer and solvent. (Reprinted with
permission from Patterson, D.: “Free volume and Polymer Solubility: A Qualitative View,”
Macromolecules, vol. 2, pp. 672—677, 1969. Copyright 1969 American Chemical Society.)
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positive value of y; and because this can now happen at both low and high
temperatures, the phenomenon of a lower critical solution temperature is easily
understood. Note that the critical value of y, is still given by Eq. (9.3.37), but, as
seen from Figure 9.8, it now corresponds to two different temperatures—a lower
critical solution temperature and an upper critical solution temperature. Except
for this change, the phase boundaries are again computed using the procedure
outlined in Section 9.3.6. A description of the actual procedure for computing the
modified y; versus temperature curve shown schematically in Figure 9.8 is
beyond the scope of this book, but details are available in the literature [22—24].
Note that using the free-volume theory permits us to explain the existence of an
interaction parameter that depends on both temperature and concentration in a
manner that logically leads to the prediction of a lower critical solution
temperature.

9.5 THE SOLUBILITY PARAMETER

The solubility parameter of Hildebrand [25], generally denoted o, is a useful
alternative to the interaction parameter y, in many situations. It is used to estimate
the endothermic heat of mixing that accompanies the dissolution of an amor-
phous polymer by a low-molecular-weight solvent. The technique has been used
extensively in the paint and rubber industries [26]. In the former application, the
parameter is used for identifying appropriate solvents, and in the latter, it is used
for preventing the swelling of volcanized rubber by solvents. As will be seen
here, the major argument in favor of using the solubility parameter is that solution
properties are not required; all necessary information can be obtained from data
on pure components.

For purposes of motivation, let us consider the mixing of #; molecules of a
low-molecular-weight species with 7, molecules of another low-molecular-
weight species having the same volume v per molecule. Then, using the same
argument enunciated in Section 9.3.2 [setting m as unity in Eq. (9.3.17)], the
following can be derived:

AHy = zn ylery — 3 (ep) + e3)] 9.5.1)

in which n equals n; + n, and the ¢; terms are all negative quantities. Denoting
Avogadro’s number by N, and the total mixture volume by ¥, Eq. (9.5.1) can be
rewritten as

AHM -

Vi,
AU

N N,z
N |:_NAZ|612| +7Az|en| +7A|e22|} (9.5.2)

in which v is the volume per molecule. To make further progress, we assume that

leial = +/leqillex] (9.5.3)
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This assumption is reasonable when there are no specific interactions among
molecules, as is true for nonpolar molecules [26], and it allows us to replace a
mixture property in terms of pure component properties. Introducing Eq. (9.5.3)
into Eq. (9.5.2) yields

V¢ ¢2 NAZ 172 NAZ 172 ?
AHM:ﬁ <| 11|) —< |ezz|> 9.5.4)

If one goes back to the lattice model, N,z/2 represents the total number of
interactions among 1 mol of molecules. Multiplication with |e;;| yields the molar
internal energy change, AU;, for vaporizing species i. Thus,

V<Z> ¢z

AH), = (AU!? — AU, *Y?

AUN'"? (AU, ’
= ¢z[<N ) -G
= V19,0, — 52)2 (9.5.5)

where the solubility parameters d, and J, are defined by the above equation, Eq.
(9.5.5). The quantity 6% is usually called the cohesive energy density. Its value
(AU/N,v) is obtained by dividing the molar energy of vaporization by the molar
volume. It is obvious that a material with a high cohesive energy density prefers
its own company. It is, therefore, more difficult to disperse than a material with a
low cohesive energy density.

We can extend the concept of the solubility parameter to macromolecules
by defining the solubility parameter of a polymer as

12
5 = [Nazlepl 9.5.6)
r=\"ar,

where |e,,| is the energy of interaction between two polymer segments and V), is
the Volume of 1 mol of polymer segments. Because polymers generally decom-
pose on heating, J, cannot be obtained using data on the energy of vaporization,
and an indirect method is needed.

An examination of Eq. (9.5.5) shows that AH,, vanishes when the
solubility parameters of the two components equal each other. Because the
theory assumes a positive AS;,, the free-energy change on mixing is the most
negative when the solubility parameters are matched. A cross-linked polymer
would, therefore, swell the most when its solubility parameter equaled that of the
solvent. This suggests that one ought to slightly cross-link the polymer whose
solubility parameter is sought to be measured and allow it to swell in various
solvents having known solubility parameters. The unknown solubility parameter
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is then equal to the solubility parameter of the liquid that gives rise to the
maximum amount of swelling. The same logic also provides the reason for
tabulating solubility parameters in the first place: We can select the best solvent
for a given polymer simply by finding a liquid with a solubility parameter of the
same value.

If we equate the right-hand side of Eq. (9.3.19) to the right-hand side of
Eq. (9.5.5), we can relate the interaction parameter to the solubility parameter as
follows:

6 =8y

1= T RT
Small values of y; promote polymer solubility. Because J is a surrogate for y, it
can be used in much the same way as the interaction parameter. Naturally, it
suffers from the same drawbacks, as well as those resulting from the assumption
embodied in Eq. (9.5.3). Values of the solubility parameter for selected polymer
and nonpolar solvents are listed in Table 9.2. These may also be estimated using
the method of group contributions [27]. For a mixture of solvents, the solubility
parameter may be taken to be a weighted average of the solubility parameters of
the constituents; weighting is done with respect to the volume fraction of the
components.

(9.5.7)

TABLE 9.2 Representative Solubility
Parameter Values for Nonpolar Liquids and
Amorphous Polymers

Compound J (cal/cm?)!/2

Liquid
n-Pentane 7.1
n-Hexane 7.3
1-Hexene 7.3
n-Octane 7.5
n-Hexadecane 8.0
Toluene 8.9
Benzene 9.2
Styrene 9.3
Carbon disulfide 10

Polymer
Polytetrafluoroethylene 6.2
Polyethylene 7.9
Polyisobutylene 8.1
Polybutadiene 8.6
Polystyrene 9.1

Source: Ref. 22.
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Example 9.3: Based on the solubility parameter concept, which solvent should
be used for polystyrene?

Solution: According to Table 9.2, the solubility parameter of polystyrene is 9.1.
This suggests the use of either benzene (which has a solubility parameter of 9.2)
or toluene (which has a solubility parameter of 8.9). Indeed, these two solvents
have been used extensively with polystyrene.

Hansen [28] has suggested one way of modifying the solubility parameter
to account for the presence of specific interactions between the polymer and
solvent. In this approach, the solubility parameter is considered to be a vector
made up of three components: one due to hydrogen-bonding, another due to
dipole interactions, and a third due to dispersive forces. Values of each of the
three components for different polymers and different solvents have been
determined based on experimental observations as well as on theoretical model-
ing, and these have been tabulated in books [28]. A polymer is found to be
soluble in a liquid when the magnitude of the vector difference between the two
vectors representing the Hansen solubility parameters of the polymer and the
liquid is less than a certain amount. This method has found widespread
application in the paint industry.

9.6 POLYMER BLENDS

As explained in Section 9.1, it is much more cost-effective to blend polymers of
known properties than it is to try to synthesize new polymers having properties as
yet unknown. Therefore, the driving force is the same as the one for the
development of composite materials. Indeed, we can look upon immiscible
polymer blends as composites on a microscopic scale. It is for this reason that
miscibility, by itself, is not the paramount criterion for utility [26]. A specific
example in which immiscibility is beneficial is the impact modification of
(relatively brittle) polystyrene by rubber; energy absorption results from crazing
(see Chapter 12) of the polystyrene matrix in the region between the rubber
particles. On the other hand, miscibility is important in applications where
segregation of the constituents could lead to deleterious mechanical properties,
such as might happen at a weld line in injection molding (see Chapter 15). In
addition, because polymers can be processed only between the glass transition
temperature and the temperature at which chemical degradation sets in, the
addition of a lower-7, miscible component can often open a processing window
whose size depends on the proportion of the material added. An example of this is
the commercial blend of polystyrene and high-T, poly(2,6-dimethyl-1, 4-pheny-
lene oxide) (PPO). Miscible blends of the two materials have an intermediate
value of 7, which suggests that PPO can be processed at temperatures lower than
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would otherwise be possible. This intermediate value is given by the Flory—Fox
equation [26].

1

=y’ 9.6.1)

Tg Tgl TgZ

where T,; is the T, of component i and w; is its mass fraction. Extensive
tabulations of commercial blends (both miscible and immiscible), their proper-
ties, and their applications are available in the literature [26,29,30]. Mixing rules
for predicting blend properties are also available [31].

In order to predict polymer—polymer miscibility, we might turn to the
Flory—Huggins theory, where each lattice site has an interacting segment volume
v,. Dividing both sides of Eq. (9.3.20) by the total mixture volume V and using
the definition of the interaction parameter given by Eq. (9.3.18) yields

AgM kT[ My ¢1+"2“21 ¢2] LZ”‘;/(/“% 9.6.2)

where v, and v, are the volume per molecule of the two polymers, respectively.
From the definitions of v, and the volume fractions, we have

AGM kT[¢1 Ing, + 4’2 ln 4;2}

Because both v; and v, are substantially greater than v, the first two terms
on the right-hand side of Eq. (9.6.2) are negligible compared to the third term. As
a consequence, AG,, = AH,, and miscibility depends entirely on the energetics
of intermolecular interactions. In other words, a negative value of Ae or,
equivalently, of the interaction parameter is needed to assure polymer—polymer
miscibility.

(9.6.3)

Example 9.4: If the 1 g of polymer of Example 9.1 is dissolved in 9g of a
different polymer of molecular weight 80,000, what would be the entropy change
on mixing? Assume that the density of the two polymers is the same.

Solution: According to Eq. (9.3.16),

In0.1 9 -5

This number is almost three orders of magnitude smaller than those calculated in
Example 9.1.

There is no general theory that might predict a priori as to which polymer
pairs are likely to be miscible with each other. However, if the solubility
parameters of two polymers are matched, then any favorable interactions between
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the two different kinds of macromolecules are likely to make the enthalpy of
mixing be negative; these interactions might include [14] hydrogen-bonding, as in
the case of polyvinyl chloride and polyester, and electron donor—electron acceptor
molecular complex formation, as in the case of PPO and polystyrene. An
indication of whether two polymers may show exothermic mixing may be
gained by examining their low-molecular-weight analogs. If these mix in an
exothermic manner, the polymers might do as well; if the enthalpy change on
mixing is endothermic, then the corresponding polymers will certainly not
interact in a favorable manner. Modifications of the Flory—Huggins theory that
account for specific interactions, especially hydrogen-bonding, have been
discussed at length by Coleman et al. [32].

9.7 CONCLUSION

In this chapter, we have seen how classical and statistical thermodynamics
coupled with simple ideas of lattice theory can be used to predict the phase
behavior of polymer solutions. For polymers dissolved in low-molecular-weight
solvents, the Flory—Huggins theory and its various modifications can adequately
explain data obtained for quiescent solutions. More recently, the theory has been
applied to predict the shift in the binodal under the influence of an imposed shear
deformation [33]. For macromolecular solvents, however, development of the
theory has not reached the same stage of maturity as for low-molecular-weight
solvents. This remains an area of current and active research.
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PROBLEMS

9.1. What is the value of m, the ratio of the molar volume of polymer to the
molar volume of solvent, for polystyrene of 250,000 molecular weight
dissolved in toluene? Thus, determine y, and the polymer volume fraction
corresponding to the upper critical solution temperature. Assume that the
density of polystyrene is 1.1 g/cm? and that of toluene is 0.86 g/cm®.

9.2. By noting the significance of intrinsic viscosity and by examining the data
given in Figure 8.10, determine the lower limit of polymer concentration at
which you might expect the Flory—Huggins theory to apply to the polymer
solution at 24°C. Note that concentration is measured in units of grams per
deciliter.

9.3. Use Eq. (9.3.30) to obtain an equation similar to Eq. (9.3.53). Then, use the
data given in Figure 9.7 to compute the interaction parameter for poly-
isobutylene in diisobutyl ketone at 15°C for the 22,700 molecular-weight
polymer. Assume that 1/m is negligible compared to unity.

9.4. Show that it is possible to determine the solvent activity needed in
Eq. (9.3.44) from measurements of the boiling point elevation. In
particular, show that

—Ina, = —hé AT,
RT?

9.5. How will the slope of the straight-line plot in Figure 8.5 change as the
solvent becomes a progressively better solvent? In other words, how does
the second virial coefficient depend on solvent quality?

9.6. A polymer sample dissolves in toluene but not in ethyl acetate. Is the
polymer likely to be polyisobutylene or polystyrene?

9.7. Why does vinyl upholstery become less and less flexible with use?

9.8. What is one likely to observe if a solution of polystyrene in a mixture of
dichloromethane and diethyl ether is added dropwise to a beaker containing
water?

9.9. What simplification occurs in Eq. (9.3.44) as the polymer molecular weight
increases? Further, if the solvent volume fraction is small, show that

_ p0 1+y
Py =Pipe™™
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9.10.

9.11.

9.12.

9.13.

9.14.

9.15.

9.16.

9.17.

Chapter 9

Use the procedure outlined in Section 9.3.6 to predict the solubility
diagram for the polystyrene-DOP system using data for the 200,000
molecular-weight polymer listed in Table 9.1.

Use the Flory—Huggins theory to calculate the free-energy change on
mixing polystyrene of 200,000 molecular weight with DOP at a concen-
tration of 0.05 g/cm? of solution. The molecular weight of DOP is 390 and
its density is 0.98 g/cm?.

(a) Would you expect to see a single-phase solution or two phases at
a temperature of 1°C? At 15°C?
(b) Are the results obtained in part (a) consistent with those of
Problem 9.6?

Under what conditions does a polymer solution in a mixed solvent act as if
the polymer were dissolved in a single solvent?
A good solvent can be looked upon as one that promotes polymer—solvent
interactions leading to a larger size of the polymer coil in solution as
compared to the corresponding coil size in a theta solvent. Based on this
reasoning, how do you expect the viscosity of a solution of polyisobutylene
in n-hexadecane to vary as increasing amounts of carbon disulfide are
added to the solution? Assume that the viscosity of each of the two solvents
is the same.
Use literature values of the molar energy of vaporization and the molar
volume to estimate the solubility parameter of water at 25°C.
The glass transition temperature of poly(ether ether ketone) (PEEK), a
semicrystalline polymer, is 145°C, whereas that of poly(ether imide) (PEI),
an amorphous polymer miscible with PEEK, is 215°C. What will be the 7,
of a blend of these two materials containing 10% by weight PEI? Speculate
on what the presence of the PEI in the blend might do to the rate of
crystallization of PEEK.
Would a polymer that hydrogen-bonds with itself be more likely or less
likely to form miscible blends with other polymers compared with a
polymer that does not hydrogen-bond with itself?
Use the results of Example 9.2 and the data given in Table 9.2 to estimate
the value of the solubility parameter of DOP at 20°C.
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Theory of Rubber Elasticity

10.1 INTRODUCTION

As mentioned in Chapter 2, all polymers are stiff, brittle, glassy materials below
their glass transition temperature, 7,. However, they soften and become pliable
once above 7, and, ultimately, flow at still higher temperatures. For crystalline
polymers, the flow temperature is slightly above the crystalline melting point. In
this chapter, we examine the mechanical behavior of solid polymers above 7,
whereas polymer crystallization is considered in Chapter 11, and the deformation
and failure properties of glassy polymers are presented in Chapter 12. The stress-
versus-strain behavior of amorphous polymers above 7, is similar to that of
natural rubber at room temperature and very different from that of metals and
crystalline solids. Although metals can be reversibly elongated by only a percent
or so, rubber can be stretched to as much as 10 times its length without damage.
Furthermore, the stress needed to achieve this deformation is relatively low. Thus,
polymers above T, are soft elastic solids; this property is known as rubberlike
elasticity. Other extraordinary properties of rubber have also been known for a
long time. Gough’s experiments in the early 1800s revealed that, unlike metals, a
strip of rubber heats up on sudden elongation and cools on sudden contraction
[1]. Also, its modulus increases with increasing temperature. These properties are
lost, however, if experiments are performed in cold water. Explaining these
remarkable observations is useful not only for satisfying intellectual curiosity but
also for the purpose of generating an understanding that is beneficial for tailoring

407
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the properties of rubberlike materials (called elastomers) for specific applications.
Recall that rubber (whether natural or synthetic) is used to manufacture tires,
adhesives, and footwear, among other products. Note also that because polymer
properties change so drastically around 7, the use temperature of most polymers
is either significantly below 7, (as in the case of plastics employed for structural
applications) or significantly above 7, (as in the case of elastomers).

Chemically, rubber is cis-1,4-polyisoprene, a linear polymer, having a
molecular weight of a few tens of thousands to almost four million, and a wide
molecular-weight distribution. The material collected from the rubber tree is a
latex containing 30—40% of submicron rubber particles suspended in an aqueous
protein solution, and the rubber is separated by coagulation caused by the
addition of acid. At room temperature, natural rubber is really an extremely
viscous liquid because it has a 7, of —70°C and a crystalline melting point of
about —5°C. It is the presence of polymer chain entanglements that prevents flow
over short time scales.

In order to explain the observations made with natural rubber and other
elastomers, it is necessary to understand the behavior of polymers at the
microscopic level. This leads to a model that predicts the macroscopic behavior.
It is surprising that in one of the earliest and most successful models, called the
freely jointed chain [2,3], we can entirely disregard the chemical nature of the
polymer and treat it as a long slender thread beset by Brownian motion forces.
This simple picture of polymer molecules is developed and embellished in the
sections that follow. Models can explain not only the basics of rubber elasticity
but also the qualitative rheological behavior of polymers in dilute solution and as
melts. The treatment herein is kept as simple as possible. More details are
available in the literature [1-7].

10.2 PROBABILITY DISTRIBUTION FOR THE
FREELY JOINTED CHAIN

One of the simplest ways of representing an isolated polymer molecule is by
means of a freely jointed chain having » links each of length /. Even though real
polymers have fixed bond angles, such is not the case with the idealized chain. In
addition, there is no correspondence between bond lengths and the dimensions of
the chain. The freely jointed chain, therefore, is a purely hypothetical entity. Its
behavior, however, is easy to understand. In particular, as will be shown in this
section, it is possible to use simple statistical arguments to calculate the
probability of finding one end of the chain at a specified distance from the
other end when one end is held fixed but the other end is free to move at random.
This probability distribution can be coupled with statistical thermodynamics to
obtain the chain entropy as a function of the chain end-to-end distance. The
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expression for the entropy can, in turn, be used to derive the force needed to hold
the chain ends a particular distance apart. This yields the force-versus-displace-
ment relation for the model chain. If all of the molecules in a block of rubber act
similarly to each other and each acts like a freely jointed chain, the stress—strain
behavior of the rubber can be obtained by adding together contributions from
each of the chains. Because real polymer molecules are not freely jointed chains,
the final results cannot be expected to be quantitatively correct. The best that we
can hope for is that the form of the equation is correct. This equation obviously
involves the chain parameters n and /, which are unknown. If we are lucky, all of
the unknown quantities will be grouped as one or two constants whose values can
be determined by experiment. This, then, is our working hypothesis.

To proceed along this path, let us conduct a thought experiment. Imagine
holding one end of the chain fixed at the origin of a rectangular Cartesian
coordinate system (as shown in Fig. 10.1) and observe the motion of the other
end. You will find that the distance » between the two ends ranges all the way
from zero to n/ even though some values of the end-to-end distance occur more
frequently than others. In addition, if we use spherical coordinates to describe the
location of the free end, different values of 6 and ¢ arise with equal frequency. As
a consequence, the magnitude of the projection on any of the three axes x, y, and z
of a link taken at random will be the same and equal to //+/3.

To determine the probability distribution function for the chain end-to-end
distance, we first consider a freely jointed, one-dimensional chain having links of
length I = 1/+/3, which are all constrained to lie along the x axis. What is the
probability that the end-to-end distance of this one-dimensional chain is m/,.? The
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FIGURE 10.1 The unconstrained freely jointed chain.
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answer to this question can be obtained by analyzing the random walk of a person
who starts out from the origin and takes 7 steps along the x axis; n . of these steps
are in the positive x direction and n_ are in the negative x direction, and there is
no relation between one step and the next one. Clearly, m equals (n —n_).
From elementary probability theory, the probability that an event will occur
is the ratio of the number of possible ways in which that event can occur to the
total number of events. As a consequence, the probability, p(m), of obtaining an
end-to-end distance of ml/, is the number of ways in which one can take n,
forward steps and n_ backward steps out of  steps divided by the total number of
ways of taking » steps. The numerator, then, is the same as the number of ways of
putting n objects (of which n__ are of one kind and n_ are of another kind) into a
container having n compartments. This is n!/(n,!n_!). Because any given step
can either be a forward step or a backward step, each step can be taken in two
ways. Corresponding to each way of taking a step, the next step can again be
taken in two ways. Thus, the total number of ways of taking » steps is 2", which

gives us
n!
p(m) = ——— (10.2.1)
2"n, !n_!
We can rewrite n, and n_ as follows:
1
ny =§(n+m) (10.2.2)
1
n_ = E(n —m) (10.2.3)
For large n we can use Stirling’s formula:
/2 (2n+1)/2
pl= Y (10.2.4)
en

In Eq. (10.2.1), introduce Eqs. (10.2.2) and (10.2.3) in the result and simplify to
obtain the following:

p(m) = \/%[(1 + %)(WHW (1- %)("mﬂ)/z}_l (10.2.5)

Taking the natural logarithm of both sides of Eq. (10.2.5) and recognizing that

m m m
ln(l +;) =2 (10.2.6)
provided that m/n is small,
1 2 m*  m?
1 =—In{—)——+-— 10.2.7
np(m) 2 n(nn) o "o ( )

Copyright © 2003 Marcel Dekker, Inc.



Theory of Rubber Elasticity 411

Neglecting the very last term in Eq. (10.2.7),

2\'"* _.
p(m) = (—) e/ (10.2.8)
nm
which is known as a Gaussian or Normal distribution. Note that for all of these
relations to be valid, #n has to be large and m/n has to be small.

Equation (10.2.8) represents a discrete probability distribution and is the
probability that x lies between ml, and (m + 2)/,. This is because if n_ increases
by 1, n_ has to decrease by 1 and m increases by 2. Simultaneously, the distance
between the chain ends goes up by 2/,. To obtain the continuous probability
distribution p(x) dx, which is the probability that the end-to-end distance ranges
from x to x + dx, we merely multiply p(m) by dx/(2L,). Furthermore, because m
equals x//,,

p(x) dx = (211711)%)7l/ze”‘z/z”l5 dx (10.2.9)

In order to extend the one-dimensional results embodied in Eq. (10.2.9) to
the three-dimensional case of practical interest, we use the law of joint prob-
ability. According to this law, the probability of a number of events happening
simultaneously is the product of the probabilities of each of the events occurring
individually. Thus, the probability, p(r) dr, that the unconstrained end of the
freely jointed chain lies in a rectangular parallelepiped defined by
X, y, z, x+dx, y+dy, and z+dz (see Fig. 10.1) is the product
px) dx p(y) dy p(z) dz, where p(y)dy and p(z) dz are defined in a manner
analogous to p(x) dx. Therefore,

12 P 2
p(r) dr = @nm)P(RRR) ' exp [— o (— +2 4 Z—)} dx dy dz
n

o2 or
(10.2.10)
Denoting the sum (x* 4 y* 4 z%) as 7* and recalling that I} = [ = IZ = I*/3,
s
p(r) dr = e 32 gy dy dz (10.2.11)
2nnl?

To obtain the probability that the free end of the chain lies not in the
parallelepiped shown in Figure 10.1 but anywhere in a spherical shell of radius
r and thickness dr, we appeal to the law of addition of probabilities. According to
this law, the probability that any one of several events may occur is simply the
sum of the probabilities of each of the events. Thus, the probability that the chain
end may lie anywhere within the spherical shell is the sum of the probabilities of
finding the chain end in each of the parallelepipeds constituting the spherical
shell. Using Eq. (10.2.11) to carry out this summation, we see that the result is
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again Eq. (10.2.11), but with the right-hand side modified by replacing dx dy dz
with 4772 dr, the volume of the spherical shell. Finally, then, we have

3/2
5 12) / e3P 42 gy (10.2.12)
nT

p(r) dr = (
which represents the probability that the free end of the chain is located at a
distance r from the origin and contained in a spherical shell of thickness dr. This
is shown graphically in Figure 10.2. Note that the presence of 7% in Eq. (10.2.12)
causes p(r) to be zero at the origin, whereas the negative exponential drives p(r)
to zero at large values of ». As seen in Figure 10.2, p(r) is maximum at an
intermediate value of #2. Also, because the sum of all the probabilities must equal
unity, fooo p(r)dr=1.

At this point, it is useful to make the transition from the behavior of a single
chain to that of a large collection of identical chains. It is logical to expect that the
end-to-end distances traced out by a single chain as a function of time would be
the same as the various end-to-end distances assumed by the collection of chains
at a single time instant. Thus, time averages for the isolated chain ought to equal
ensemble averages for the collection of chains. Using Eq. (10.2.12), then, the
average values of the chain’s end-to-end distance and square of the chain’s end-to-
end distance are as follows:

o 2n\ '/

(ry = J rp(r) dr = 2[(§> (10.2.13)
0

) = Jm r p(r) dr = nl? (10.2.14)
0

0.2

0.0

FIGURE 10.2 Distribution function p(r) given by Eq. (10.2.12). (Reprinted from
Treloar, L. R. G.: The Physics of Rubber Elasticity, 3rd ed., Clarendon, Oxford, UK.,
1975, by permission of Oxford University Press.)
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where the angular brackets denote ensemble averages. Because the fully extended
length of the chain (also called the confour length) is nl, Eq. (10.2.14)
demonstrates that the mean square end-to-end distance is very considerably
less than the square of the chain length. Therefore, the freely jointed chain
behaves like a random coil and this explains the enormous extensibility of rubber
molecules.

Having obtained the average value of the square of the chain end-to-end
distance and the distribution of end-to-end values about this mean, it is worth
pausing and again asking if there is any relation between these results and results
for real polymer molecules. In other words, how closely do freely jointed chains
approximate actual macromolecules? If the answer is “not very closely,” then how
do we modify the freely jointed chain results to make them apply to polymers?

The first response is that most polymer molecules do, indeed, resemble long
flexible strings. This is because linear (unbranched) polymers with a large degree
of polymerization have aspect ratios that may be as high as 10*. They are thus
fairly elongated molecules. Furthermore, despite the restriction to fixed bond
angles and bond lengths, the possibility of rotation about chemical bonds means
that there is little correlation between the position of one bond and another one
that is five or six bond lengths removed. However, two consequences of these
restrictions are that the contour length becomes less than the product of the bond
length and the number of bonds and that the mean square end-to-end distance
becomes larger than that previously calculated.

If bond angles are restricted to a fixed value 0, the following can be shown

[4]:
P (1 —cos6)

2
— atits 10.2.15

) =nl 400 ( )
If, in addition, there is hindered rotation about the backbone due to, say, steric

effects, then we have

P (1 — cos O)(1 + cos{¢))
= 1 cos 0)(1 — cos(¢))

where (gbz) is the average value of the torsion angle. Small-angle neutron
scattering data have supported this predicted proportionality between (r2) and n/?.

Because (r?) increases with each additional restriction but remains propor-
tional to (#2) for a freely jointed chain, we can consider a polymer molecule a
freely jointed chain having »’ links, where 7’ is less than the number of bonds, but
the length of each link /' is greater than the bond length, so that (%) is again n'l”
and the contour length is #n'/’.

(%) (10.2.16)

Example 10.1: Polyethylene has the planar zigzag structure shown in Figure
10.3. If the bond length is / and the valence angle 6 is 109.5°, what are the
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!
2}
FIGURE 10.3 The planar zigzag structure of polyethylene.

contour length R and the mean square end-to-end distance? Let the chain have n
bonds and let there be free rotation about the bonds.

Solution: From Figure 10.3, it is clear that the projected length of each link is
Isin(0/2). Using the given value of 6 and noting that there are n links, the fully
extended chain length is given by

2
R = nlsin(54.75°) = \/;nl

The mean square end-to-end distance is obtained from Eq. (10.2.15) as follows:
(r*y = 2nl?

When the mean square end-to-end distance of a polymer is given by Eq.
(10.2.16), the polymer is said to be in its “unperturbed” state. What causes the
polymer to be “perturbed” is the fact that in the derivation of Eq. (10.2.16), we
have allowed for the possibility of widely separated atoms that make up different
portions of the same polymer molecule to occupy the same space. In reality, those
arrangements that result in overlap of atoms are excluded. This is known as the
excluded-volume effect, and it results in dimensions of real polymer molecules
becoming larger than the unperturbed value. It is customary to quantify this
phenomenon by defining a coil expansion factor that is the ratio of the root mean
square end-to-end distance of the real chain to the corresponding quantity for the
unperturbed chain. In a very good solvent, there is a further increase in size, as
determined by intrinsic viscosity measurements, and the coil-expansion factor can
become as large as 2. In a poor solvent, on the other hand, the molecule shrinks,
and if the solvent quality is poor enough, the coil expansion factor can become
unity. In such a case, the solvent is called a theta solvent, and we have the theta
condition encountered earlier in Chapter 9. It is, therefore, seen that the theta
condition can be reached either by changing temperature without changing the
solvent or by changing the solvent under isothermal conditions.

In closing this section, we re-emphasize that the size of a polymer molecule
measured using the light-scattering technique discussed in Chapter 8 is the mean
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square radius of gyration (s?). For a freely jointed chain this quantity, defined as
the square distance of a chain element from the center of gravity, is given by

(%) =— () (10.2.17)

The radius of gyration is especially useful in characterizing branched molecules
having multiple ends where the concept of a single end-to-end distance is not
particularly meaningful.

10.3 ELASTIC FORCE BETWEEN CHAIN ENDS

If we return to the unconstrained chain depicted in Figure 10.1 and measure the
time-dependent force needed to hold one of the chain ends at the origin of the
coordinate system, we find that the force varies in both magnitude and direction,
but its time average is zero due to symmetry. If, however, the other chain end is
also held fixed so that a specified value of the end-to-end distance is imposed on
the chain, the force between the chain ends will no longer average out to zero.
Due to axial symmetry, though, the line of action of the force will coincide with r,
the line joining the two ends. For simplicity of analysis, let this line be the x axis.

In order to determine the magnitude of the force between the chain ends, let
us still keep one end at the origin but apply an equal and opposite (external) force
f on the other end so that the distance between the two ends increases from x to
x + dx. The work done on the chain in this process is

dW = —f dx (10.3.1)

where the sign convention employed is that work done by the system and heat
added to the system are positive.

If chain stretching is done in a reversible manner, a combination of the first
and second laws of thermodynamics yields

dW =T dS — dU (10.3.2)

where S is entropy and U is internal energy. Equating the right-hand sides of Egs.
(10.3.1) and (10.3.2) and dividing throughout by dx gives

s du
=7 —+— 10.3.3
J dx + dx ( )

From statistical thermodynamics, the entropy of a system is related to the
probability distribution through the following equation:

S=k In p(x) (10.3.4)
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where £ is Boltzmann’s constant. In the present case, p(x) is given by Eq. (10.2.9)
so that

d k kx? dUu
=T ——= In@nnl?) — — | + — 10.3.
4 dx( 2 n(2nmly) 2nl§>+dx (10.3.5)

and carrying out the differentiation,

Tx d_U_3ka d_U

k
f_7+dx T onl2 +dx

niy

(10.3.6)

The internal energy term in this equation is related to changes in the internal
potential energy arising from the making and breaking of van der Waals bonds.
Because rubbers elongate very easily, we find that the second term on the right-
hand side of Eq. (10.3.6) is small compared to the first term. Consequently,

3kT

—x
nl?

f= (10.3.7)
which is a linear relationship between the force and the distance between chain
ends and is similar to the behavior of a linear spring. The constant of
proportionality, 3k /n/?, is the modulus of the material and its value increases
as temperature increases. This explains why a stretched rubber band contracts on
heating when it is above the polymer glass transition temperature.

The positive force £ in Eq. (10.3.7) is externally applied and is balanced by
an inward-acting internal force, which, in the absence of the external force, tends
to make the end-to-end distance go to zero. This, however, does not happen in
practice because the spring force is not the only one acting on the chain; the
equilibrium end-to-end distance is given by a balance of all the forces acting on
the polymer molecule. This aspect of the behavior of isolated polymer molecules
will be covered in greater detail in the discussion of constitutive equations for
dilute polymer solutions in Chapter 14.

If we were not aware of the assumptions that have gone into the derivation
of Eq. (10.3.7), we might conclude that the force between the chain ends
increases linearly and without bound as x increases. Actually, Eq. (10.3.7) is
valid only for values of x that are small compared to the contour length of the
chain. For larger extensions exceeding one-third the contour length, f increases
nonlinearly with x, and we know that for values of x approaching n/, chemical
bonds begin to be stretched. It can be shown that the right-hand side of Eq.
(10.3.7) is merely the first term in a series expansion for f[1]:

PA B R ]G
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where L~ is called the inverse Langevin function. The Langevin function itself is
defined as

1
L(x) = cothx — (10.3.9)

Equations (10.3.7) and (10.3.8) are plotted in Figure 10.4 to show the region in
which it is permissible to use the simpler expression, Eq. (10.3.7).

Example 10.2: What is the percentage error involved in using Eq. (10.3.7) when
x/nl equals (a) 0.25? (b) 0.5?

Solution:

(a) According to Eq. (10.3.8), f = 0.78(kT/I), whereas according to Eq.
(10.3.7), f = 0.75(kT/I). Thus, the percentage error is 3.85%.

(b) The corresponding values for f now are 1.78(k7T//) and 1.5(kT/I). The
percentage error, therefore, increases to 15.7%.

A closer examination of Eq. (10.3.3) reveals a significant difference
between the nature of rubbers and the nature of crystalline solids. In general, f
includes contributions due to changes in entropy as well as changes in internal
energy. In crystalline solids, the change in entropy on deformation is small and all

20
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FIGURE 10.4 Force-extension relation for a freely jointed chain. (Reprinted from
Treloar, L. R. G.: The Physics of Rubber FElasticity, 3rd ed., Clarendon, Oxford, UK,
1975, by permission of Oxford University Press.)
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the work goes into increasing the internal (potential) energy. For rubbery
polymers, on the other hand, the entropy change dominates and f'depends entirely
on changes in entropy. It is for this reason that polymer molecules are said to act
as entropy springs. Note that the spring constant decreases (i.e., the spring
becomes softer) as the polymer chain length increases. Also, because AU on
deformation is zero, a consequence of entropic elasticity is that the work done on
stretching a rubber must result in a release of heat if the process is isothermal. If
the stretching is rapid, however, adiabatic conditions may result so that the
temperature rises. The reverse situation occurs when the stretched rubber is
released. For crystalline materials, on the other hand, stretching results in a
storage of energy. On removal of load, no work is done against any external force
and the recovered internal energy shows up as an increase in temperature.

10.4 STRESS-STRAIN BEHAVIOR

In this section, we are interested in determining how a block of rubber deforms
under the influence of an externally applied force. The procedure for doing this is
the same as the one employed for the isolated chain in the previous section. We
assume that there are N chains per unit volume, and each behaves like an isolated
chain in its unstrained, equilibrium state. When the block of rubber deforms, each
chain making up the block of rubber deforms as well. It is assumed that the
deformation is affine; that is, there is no slippage past chains and the macroscopic
strain equals the microscopic strain. In other words, changes in the length of
individual chains correspond exactly to changes in length of corresponding lines
drawn on the exterior of the bulk rubber.

This assumption makes it possible to calculate the change in entropy on
deformation of a single chain for a specified macroscopic strain. A summation
over all chains gives the macroscopic change in entropy of the rubber block, and
the subsequent application of Eq. (10.3.3) yields the desired force or stress
corresponding to the imposed strain. Let us illustrate this process for some
idealized situations. The more general case will be considered later.

Before proceeding further, we must define strain. In a tensile test, we find
that materials such as metals extend only by 1% or less. We, therefore, define
strain as the increase in length divided by either the original length or the final
length. For rubbers, however, a doubling in length is easily accomplished, and the
initial length /;, and final length / are dramatically different. Consequently, the
measure of infinitesimal strain that works for metals is inappropriate in this case;
a measure of finite strain is needed instead. One popular measure is the Hencky
strain In//l;, and another is the extension ratio 4 = ///,. The latter quantity is
more easily related to the force acting on one face of a block of rubber.

Consider, for example, a normal force F acting perpendicular to one face of
an initially unstrained cube of rubber of edge /,. Under the influence of this force,

Copyright © 2003 Marcel Dekker, Inc.



Theory of Rubber Elasticity 419

the cube transforms into a rectangular prism having dimensions /;, /,, and /5, as
shown in Figure 10.5. If we define A, as /,//, 4, as I, /l,, and /5 as /5/1, then the
affine deformation assumption implies that the coordinates of the end-to-end
vector of a typical polymer chain change from (x,, ¥y, zg) to (41xy, 42y, 432¢).
Under this change in dimensions, the change in entropy of the chain is, from
Egs. (10.2.11) and (10.3.4), as follows:

3k
AS = —W(ﬁxgﬂiyﬁwézg — X3 — 3 —23) (10.4.1)
Because the chain is randomly oriented before it is stretched,
R aP
Xo=Yo =72 Zg":% (10.4.2)

The change in entropy AS, of all the chains in the cube of rubber is NI times the
change in entropy of a single chain. In view of Egs. (10.4.1) and (10.4.2), this
quantity is

AS, = —%Nzg(ﬂﬁ +5+2-3) (10.4.3)

and the work done on the rubber is

NkT
2
which is also known as the strain-energy function. Note that, thus far, the
treatment has been quite general, and the specific nature of the stress distribution

has not been used.
Because rubber is incompressible, its volume does not change on deforma-
tion. Therefore, it must be true that

11/1213 == 1 (1045)

W=——""B0+ 5+ —3) (10.4.4)

For the tensile deformation considered here, 4, = A; from symmetry, so that a
combination of Egs. (10.4.4) and (10.4.5) yields

NkT 2
W:——#%ﬁ+r—g (10.4.6)
2 A

: ly ‘/ !
/ 3
¥ / fr) I]
’ F

X Iy f2

FIGURE 10.5 Uniaxial extension of a block of rubber.
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From the definition of 1, it is obvious that A4, equals Ax//,. Because W must
also equal — [ F dx, F is obtained by dividing the right-hand side of Eq. (10.4.6)
by [, and differentiating the result with respect to 4;. Thus,

F , 5
% = NkT(Z) — 217) (10.4.7)
It can be shown that the form of this equation is unaffected by the presence of
chains of unequal lengths; only the numerical value of the coefficient changes.
The quantity NkT is called the modulus G of the rubber. The left-hand side of
Eq. (10.4.7) is recognized to be the stress based on the undeformed area.

Example 10.3: When rubber is brought into contact with a good solvent, it
swells in an isotropic manner. Consider a cube of rubber, initially of unit volume,
containing N polymer chains. If in the swollen state the polymer volume fraction
is ¢, and the length of each edge is 4, how much work is done in the process of
swelling?

Solution: Here, we use Eq. (10.4.4), with each extension ratio being equal to A.
Note that Eq. (10.4.5) does not apply because there is an obvious increase in

volume. The total volume of the swollen rubber is equal to 1/¢,, so 1 = ¢, 173,
Consequently,
3NkT 3

— (¢,

This problem considers a particular kind of deformation—uniaxial extension. The
same procedure can be applied to other kinds of deformation, and the result is a
“material function” or, in the case of rubber, a material constant that relates a
component of the stress to a component of the strain imposed on the material.
More generally, though, we can determine the relationship between an arbitrary,
three-dimensional deformation and the resulting three-dimensional stress. Such a
relationship is called the stress constitutive equation. We will develop such a
relationship for rubbers after we review the definitions of stress and the strain in
three dimensions.

10.5 THE STRESS TENSOR (MATRIX)

If we isolate a rectangular parallelepiped of material having infinitesimal dimen-
sions, as shown in Figure 10.6, we find that two kinds of forces act on the material
element. These are body forces and surface forces. Body forces result from the
action of an external field such as gravity upon the entire mass of material. Thus,
the force of gravity in the z direction is g,p dx dy dz, where g, is the component
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FIGURE 10.6 The stress matrix (tensor).

of the acceleration due to gravity in the positive z direction. Surface forces, on the
other hand, express the influence of material outside the parallelepiped but
adjacent to a given surface. Dividing the surface force by the area on which it
acts yields the stress vector. Because the parallelepiped has six surfaces, there are
six stress vectors. Because each of the 6 vectors can be resolved into 3
components parallel to each of the 3 coordinate axes, we have a total of 18
components. These are labeled Tj;, where the two subscripts help to identify a
specific component. The first subscript, i, identifies the surface on which the force
acts; the surface, in turn, is identified by the direction of the outward drawn
normal. If the normal points in the positive coordinate direction, the surface is a
positive surface; otherwise it is negative. The second subscript, j, identifies the
direction in which the stress component acts. According to convention, a stress
component is positive when directed in the positive coordinate direction on a
positive face. It is also positive when directed in the negative direction on a
negative face. Nine of the 18 components can be represented using a 3 x 3
matrix, called the stress tensor:

T XX Txy T, Xz
Tyx Tyy TyZ
T. zx T. zy T. zz

T., for example, is the z component of the stress vector acting on the face whose
outward drawn normal points in the positive z direction; 7., is the corresponding
component acting in the y direction. These are shown in Figure 10.6. The other
nine components are the same as these, but they act on opposite faces.

By means of a moment balance on a cubic element, it can be shown (as in
any elementary textbook of fluid mechanics) that 7;; equals 7);. Thus, only six of
the nine components are independent components. The utility of the stress tensor
is revealed by examining the equilibrium of the tetrahedron shown in Figure 10.7.
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FIGURE 10.7 Equilibrium of a tetrahedron.

It can be demonstrated that if the normal to the inclined surface is #, then the
components of the surface stress f acting on that surface in a rectangular
Cartesian coordinate system are as follows [8]:

f)‘c = Txxnx + Txyny + sznz
fi=Ton.+T,n,+T,.n (10.5.1)

'ty w'y yz''z

fo=Ten +Ton, + To.n,

where
i =ni+nj+nk (10.5.2)
f=fi+fj+rk (10.5.3)

and i, j, and Kk are the three unit vectors.
If we represent x by 1, y by 2, and z by 3, Eq. (10.5.1) can be written in
matrix notation as follows:

A Ty Ty, T n
L =T Tn Ty ) (10.5.4)
Sz Ty Ty Ty n3

or even more compactly as follows:

f=T-n (10.5.5)
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Knowing the six independent components of the stress tensor (matrix) T,
therefore, allows us to obtain the stress vector acting on any plane described
by the unit normal n.

Throughout this chapter, we have discussed stress and strain, and in the
minds of most people these two terms are intimately connected. Therefore, it is
logical to ask if strain or deformation always results from the presence of a
nonzero stress component. The answer is “not necessarily.” Indeed, if a material
is incompressible, no amount of pushing (i.e., the application of hydrostatic
pressure) will cause it to compress or reduce in volume. It is only when pressures
are unequal that a strain, which can be understood as a change in the distance
between two neighboring particles, occurs. In essence, if we try to push the
material in from one side, all it can do is squeeze out from another side. It is for
this reason that it is usual to separate the stress tensor into two parts:

T, T, Ty -p 0 0 Tt T2 T3
Ty, Ty Tns | =0 —p 0 J+|12 ™ T (10.5.6)
T3 Thy T 0 0 -P T13 Tz 133

where p is the isotropic pressure whose presence causes no strain or deformation
for incompressible materials, and the 7;; terms are the components of the extra
stress tensor whose presence causes strain to take place. Strain is therefore related
to the extra stress T rather than the total stress T.

10.6 MEASURES OF FINITE STRAIN

When a material translates or rotates, it moves as a rigid body. In addition, it can
deform (i.e., the distances between neighboring points can change). In general,
we can relate the distance vector dx at time ¢ between two neighboring points in a
body to the distance vector dx’ at time # between the same two points after
motion and deformation through an equation of the type

dx' = F dx (10.6.1)

where F is a 3 x 3 matrix called the deformation gradient. Let the components of
dx be dx;, dx,, and dx; and those of dx’ be dx|, dx}, and dx}. This situation is
depicted in Figure 10.8. If the coordinates x; at time # of a point located at
position x; at time ¢ are represented as

x,l :xl +X1(x1, X2, X3, t,, t)
Xy =x, + X5(xy, x5, X3, £, 1) (10.6.2)
Xy =x3 + X5(x1, Xy, x5, 7, 1)
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FIGURE 10.8 Deformation of a line element.
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where X; represents unknown functions, then, by similar reasoning, we have

x| +dxy = x; +dx; + X (x) +dx;, x, +dxy, x3+dxs, t
Xy +dxy = x, +dxy + X0 +dxy, x, +dxy, x3+dxs, t
X5+ dxy = x5 + dxy + X5(x; + dxy, x, + dx,, x3 +dxs, t

(10.6.3)

Subtracting Eq. (10.6.2) from Eq. (10.6.3) and using a Taylor series expansion

yields
0X, 0X, 0X,
dxl = dxl + a 1 dxl a 1 dX2 + 8 1 dX3
8X 8X 8X
dxh = dxy +—= dx; +—= dx, + —= dxs
ax, ax, o X,
8X 8X 8X
dxy = dy +——2 dx; +— duy +—— dx,
ax, ax, o X;

Equation (10.6.2), however, gives the following:

ax,  oxp 1
ox;  ox;
aX;  ox)
S

and so on. Equation (10.6.4) therefore becomes
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Comparing Eqs. (10.6.1) and (10.6.7) gives

_ & (10.6.8)

Y ij

In general, the deformation gradient depends on position. However, if it is
independent of position, the displacement is said to be homogeneous. Note that a
nonzero value of the deformation gradient does not, ipso facto, imply that
deformation has taken place; for this to happen, distances between neighboring
points must change. Let us pursue this point further.

If, as shown in Figure 10.8, e and €’ are unit vectors along dx and dx/,
respectively, then the following relations hold:

dx = dx e (10.6.9)
dx' = dx' ¢ (10.6.10)

where dx is the magnitude of dx and dx’ is that of dx’. The terms dx and dx’ are,
however, also related through Eq. (10.6.1). Therefore,

dx' ¢ = F - (dx ¢) (10.6.11)
or
/
& F.e (10.6.12)
dx ~

from which it follows that

dx \' (dx T
—e ) |—e€e|)=(F-e) -(F-e) (10.6.13)
dx dx ~ ~
where the superscript T denotes transpose, or
~ 2
(dl> =e . FT.F.e (10.6.14)
dx -

because the dot product of the transpose of a unit vector with itself is unity.
Equation (10.6.14) can be rewritten as

dx'\* T
X

where the product

C=F'".F (10.6.16)
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is called the Cauchy tensor. Clearly, if C =1, dX' =dx and there is no
deformation. Only if C # 1 does deformation take place and interparticle
distances change. In terms of components,
3. dx) o),

3

—= 10.6.17
k=1 axl» 8x] ( )

which shows that C is a symmetric matrix. It can be proven that for small strains,
the Cauchy strain tensor defined as C —1 reduces properly to the usual
infinitesimal strain matrix encountered in mechanics. However, this is not the
only possible measure of large strain. In fact, the matrix inverse of C—called the
Finger tensor, B—is another valid measure of finite strain. Physically, B can be
shown to be related to changes in distance between neighboring planes. In
component form, the Finger tensor is given by

3. Ox; ox;
B.. — 77 10.6.18
v ,; ), dx;, ( )

Additional discussion of strain measures may be found in the literature [9].

Example 10.4: Obtain expressions for the deformation gradient and Cauchy
tensors for the shear deformation illustrated in Figure 10.9. Here, the only
nonzero velocity component is v,, and it equals yx,, where 7 is the constant shear
rate.

Solution: From the problem statement, it is clear that

xX) = x, + 7Amx,
X, =X,

J
X3 = X3

(x. 0 M

Xy

FIGURE 10.9 Shearing at constant shear rate.
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where At equals ¢/ — ¢. Using Eq. (10.6.8), then,

At

O =2

1
F,=10
0

—_ o O

and with the help of Eq. (10.6.16) or (10.6.17),

1 0 0 1 9At 0O 1 yAt 0
Cy=|3At 1 010 1 0= 1+3GA) 0
o0 o 1/\o o 1 0 0 1

Thus, it is clear that strain has taken place.

10.7 THE STRESS CONSTITUTIVE EQUATION

Let us revisit the stretching of the block of rubber pictured in Figure 10.5 and let
us obtain expressions for the components of the Finger tensor. Even though it
seems appropriate to denote distances in the stretched state by a prime and those
in the equilibrium state without a prime, actual practice is just the reverse. This is
the case because we want to use the same formalism for both liquids and solids;
the absence of an equilibrium unstrained state for polymeric liquids forces us to
use the current state at time ¢ as the reference state. As a consequence, the
deformed state is at a prior time #. This somewhat confusing situation is clarified
in Figure 10.10, which shows how the deformation is visualized. Clearly, then, we
have the following:

X, = )»lxll
X, = A7 (10.7.1)

=12
X3 = )»,1 X3

F F =1 ApM?

5 =1y A7
X f{ !’l = A.|1’|r

Time ¢ Time ¢

FIGURE 10.10 Uniaxial extension of rubber. Change in the reference state.
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so that
Cii' =4
Cy' =4y (10.7.2)
C;31 — /1171

with all other components being zero.
Because no shear stresses have been imposed, the nonzero components of
the stress tensor are [in view of Eq. (10.5.6)] as follows:

Ty =-p+1,
T22 = —p + Ty (1073)
Ty = —p+133

From equilibrium, at time ¢,

F
Ty =—p, +17

2
T22 = _pa (1074)
Ty = —p,

where p, is atmospheric pressure. Eliminating this quantity by taking differences
between stress components gives the following:

=T — Ty (1075)

From the discussion following Eq. (10.4.6) and from Problem 10.6, we have

F _
= G2 —h (10.7.6)
2

so that
Ty — Ty = GO =7 (10.7.7)

which can also come about if we let
;= GC;'! (10.7.8)

Equation (10.7.8) is called a stress constitutive equation, and it relates a three-
dimensional measure of strain to the three-dimensional stress. For rubbers, Eq.
(10.7.8) obviously holds for the specialized case of uniaxial extension. By similar
reasoning, it can be shown to hold for other idealized deformations such as
biaxial extension and shear. Indeed, Eq. (10.7.8) is valid for all volume-
preserving deformations [10]. The only material quantity appearing in this
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constitutive equation is the modulus G; its value is obtained by comparing
predictions with experimental observations.

10.8 VULCANIZATION OF RUBBER AND
SWELLING EQUILIBRIUM

Raw rubber behaves as an elastic solid only over a short time scale. At longer
times, polymer chains in the stretched rubber begin to disentangle and slip past
each other. This happens because natural rubber is a thermoplastic. For the same
reason, it becomes soft and sticky in summer and, due to the onset of crystal-
lization, hard and brittle in winter (recall Gough’s cold water experiments) [11].
To overcome these problems, we cross-link rubber in its randomly coiled state
using a material such as sulfur. This process is known as vulcanization, and the
resulting cross-links prevent slippage of polymer chains. Indeed, as little as 1% of
added sulfur is effective in ensuring that rubber retains its desired elasticity.
Excessive cross-linking, though, makes the polymer hard and brittle, and this is
similar to the influence of crystallization. Regarding the foregoing theory, we now
assume that there are N chain segments per unit volume, where a chain segment is
defined as the length of chain between cross-link points. Provided that a chain
segment is long enough, it behaves like an isolated chain and all of the previous
equations remain unchanged.

To determine the chain density N, we can compare the predictions of Eq.
(10.4.7) with appropriate experimental data. This is done in Figure 10.11 using
the uniaxial elongation data of Treloar on a sample of vulcanized natural rubber
[1,12]. The theoretical line in the figure has been drawn using the best-fit value
of the modulus, and there is fair agreement with data over a significant range of
extension ratio values. Nonetheless, there is a slight mismatch at small values of
A, and a very large mismatch at values of 4, exceeding 6. The cause of the latter
deviation is strain-induced crystallization in rubber; the crystallites that form at
large extension ratios act as cross-links, resulting in an increase in the modulus.
At moderate extensions, on the other hand, the affine deformation assumption
begins to fail [7,13] and junction fluctuations cause a reduction in the modulus. In
general, though, an increase in the cross-link density results in an increase in the
best-fit modulus, but the cross-link density estimated from the extent of cross-
linking is usually lower than the experimentally determined best-fit value. A part
of the discrepancy is thought to be due to the presence of physical entanglements
that act as cross-links over the time scale of the experiment.

A consequence of cross-linking is that the resulting gigantic molecule does
not dissolve in any solvent; all it can do is swell when brought into contact with a
good solvent. The equilibrium extent of swelling is determined by an interplay
between the reduction in free energy due to polymer—solvent mixing and an
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FIGURE 10.11 Simple extension. Comparison of experimental curve with theoretical
form. (Reprinted from Treloar, L. R. G., The Physics of Rubber Elasticity, 3rd ed.,
Clarendon Oxford, UK, 1975, by permission of Oxford University Press.)

increase in free energy due to stretching of polymer chains. If we use the Flory—
Huggins expression, Eq. (9.3.20), for the former free-energy change and the
result of Example 10.3 for the latter free-energy change, then the total change in
free energy on mixing unit volume of polymer containing n, moles of chain
segments with n; moles of solvent is

3n,RT

> (@7 — 1) (10.8.1)

AGy = RT(n Ing; +nyIn, + yyn,,) +
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Noting that the total volume of the swollen rubber is the sum of the polymer and
solvent volumes, we have

1
)
where V| is the molar volume of the solvent.
Combining the two previous equations and recalling the definition of the
free-energy change on mixing, we find that

Grixture = 1181 + 128, + RT(ny In ) +ny Inpy + 1 yn1¢,)
3n,RT
2

where g; and g, are the molar free energies of the solvent and polymer,
respectively.

Differentiating Eq. (10.8.3) with respect to n; and using the results of Eq.
(9.3.30) gives the solvent chemical potential as

- [(1+m V) —1] (10.8.3)

aGmix I !
1 = 87“”: =g +RT|:ln(l — ¢, + (,172(1 - —) + £1¢§:|
ny m
~|—RTn2¢;/3 v, (10.8.4)

At phase equilibrium between the swollen rubber and the pure solvent, y; must
equal g, so that

In(1 — ¢F) + ¢% + 1165 + mV19F' =0 (10.8.5)

in which ¢5 is the polymer volume fraction at equilibrium. Also, 1/m has been
neglected in comparison with unity. A measurement of the equilibrium amount of
swelling, together with a knowledge of the polymer—solvent interaction para-
meter, then allows us to compute the chain density #,. Indeed, Eq. (10.8.5) has
proved to be a popular alternative to Eq. (10.4.7) for the determination of the
number of chain segments per unit volume. We note, though, that as far as data
representation is concerned, better agreement is obtained if, instead of Eq.
(10.4.7), we use

% =200y — A€y + G (10.8.6)
which can be derived in a phenomenological way by using the Mooney strain—
energy function instead of Eq. (10.4.4) [14]. Here, C, and C, are constants. Note,
again, that all comparisons with theory have to be made with data generated
above the polymer glass transition temperature. Below 7}, polymer chains cannot
move and rotate freely; they lose their elasticity and become glassy. The theory
developed in this chapter is then inapplicable.
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Example 10.5: Estimate a value for the chain density in units of moles per cubic
centimeter for butyl rubber if the equilibrium swelling ratio, ¢, in cyclohexane is
8. Here, the swelling ratio is defined as the ratio of the equilibrium swollen
volume to the original unswollen volume. In accordance with the data of Flory
[15], let 7, be 0.3. The molar volume of cyclohexane is 105 cm?.

Solution: From the definition of the swelling ratio, it is clear that ¢ = 1/¢, and
the polymer volume fraction in the swollen network equals 0.125. Introducing
this value into Eq. (10.8.5) along with the given values of y, and ¥, we find that
n, = 7.32 x 107> mol/cm?.

10.9 CONCLUSION

We have seen that the use of a very simple model, the freely jointed chain, is
adequate for explaining all of the qualitative observations made with elastomers.
To obtain quantitative agreement, though, the theory needs to be modified, but
without sacrificing the basic principles presented here; these modifications are
explored elsewhere [5]. The utility of the theory, however, does not end with
explaining the behavior of cross-linked rubber. A knowledge of the fundamentals
of rubber elasticity allows us to synthesize other elastomers and to modify and
optimize their properties. Indeed, the total production of synthetic rubbers such as
styrene—butadiene rubber today exceeds that of natural rubber, and synthetic
routes to polyisoprene have also been developed. Natural rubber, however, is not
likely to disappear any time soon. Its superior heat-dissipation properties make it
the preferred choice for the manufacture of heavy-duty truck tires. Another class
of synthetic rubbers is that of thermoplastic elastomers, initially developed by the
Shell Chemical Company in 1965 [6,16]. These are A-B-A-type block copoly-
mers, where A is a thermoplastic such as polystyrene and B is an elastomer such
as polybutadiene. These can be processed like thermoplastics because the hard
segment, the A block, permits flow upon heating above its glass transition
temperature. On cooling, the glassy domains of A act like cross-links within B
and the copolymer has rubberlike properties. As a consequence, vulcanization is
not required.

Rubberlike elasticity theory also has relevance beyond elastomers. On the
practical side, networks that can imbibe large amounts of liquid form gels that act
as superabsorbents. A common example is the use of such polymers in disposable
diapers. A more “high-tech™ application is the use of gels for concentrating dilute
macromolecular solutions [17]. Such a “swellex process” can compete with
membrane separation processes for purifying and separating biotechnology
products such as proteins and enzymes [18]. On the theoretical side, rubberlike
elasticity theory can be employed to derive equations of state for molten
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polymers. We assume that the cross-link density in Eq. (10.7.8) is not constant.
This is done by identifying physical entanglements in polymer melts with cross-
links in vulcanized rubber and by allowing the entanglements to be continually
created and destroyed by flow. The resulting model is known as the rubberlike
liquid model [19], and it has enjoyed great popularity among polymer rheologists.
Polymer rheology is considered further in Chapter 14.

Before leaving the topic of elastomers, we mention that there is less than
complete understanding of some rather important issues. One such issue is the
mechanism by which added particulates influence the mechanical properties of
rubbers. Carbon black, for example, is added [6,20,21] to natural rubber and
silica is added [22] to silicone rubber to improve the tear strength and abrasion
resistance of the elastomer. A second issue is the impact modification of polymers
during the formation of microcomposites or macrocomposites by the addition of a
rubbery phase. An example of this is high-impact polystyrene (HIPS); adding
rubber to glassy polymers can raise their impact strength by an order of
magnitude [23]. On a macrolevel, we use polyvinyl butyral as an interlayer in
laminated safety glass to resist penetration from impacts; understanding the
mechanism of window glazing continues to be a subject of current research.
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PROBLEMS

10.1. Give the chemical structure and unique characteristics of each of the
following synthetic rubbers: styrene—butadiene rubber, polybutadiene,
neoprene, butyl rubber, nitrile rubber, and silicone rubber.

10.2. Two identical-looking, elastomeric balls are dropped from the same height
onto a hard surface. One ball is made from neoprene (7, = —42°C,
maximum elongation of 500% at room temperature), whereas the other
is made from polynorbornene, a linear polymer containing one rigid,
five-membered ring and one double bond in each repeating unit
(T, = —60°C, maximum elongation of 400% at room temperature).

(a) Which ball will bounce to a higher height at room temperature?
Why?

(b) What happens to the amount of bounce as the temperature is
lowered? Why?

(c) If the two balls are cooled in ice water and then allowed to
bounce, which one will bounce higher? Why?

10.3. Consider the polyethylene chain of Example 10.1. Determine the values #’
and /' (in terms of »n and /) of an equivalent freely jointed chain so that the

Copyright © 2003 Marcel Dekker, Inc.



Theory of Rubber Elasticity 435

two chains have the same contour length and the same mean square end-
to-end distance.

10.4. If the polyethylene molecule can be considered a freely jointed chain,
what will be the mean square end-to-end distance if the polymer
molecular weight is 140,000? The length of a single bond is 1.54 A. If
the polymer sample contains Avogadro’s number of molecules, how many
molecules (at a given time) will actually have this end-to-end distance?

10.5. Seven identical spheres are located at equal intervals along a straight line.
If each sphere has unit mass and if the distance between the centers of
neighboring spheres is unity, what is the radius of gyration?

10.6. Obtain the equivalent form of Eq. (10.4.7) if stress is defined based on the
deformed (actual) area.

10.7. Instead of the uniaxial deformation shown in Figure 10.5, consider equal
biaxial extension: a force F acting parallel to the x axis and an identical
force F acting parallel to the y axis. Relate F/I; to an appropriately
defined extension ratio.

10.8. Repeat Problem 10.7 for the case in which the two forces are not the same
and equal F; and F,, respectively. Relate /I3 to /, and 1, and F, /I3 to
A and Z,.

10.9. A catapult is made using a strip of the butyl rubber of Example 10.5. If, at
25°C, the strip is extended to twice its original length and used to hurl a
10-g projectile, what will be the maximum possible speed of the
projectile? Let the volume of the rubber band be 1 cm?.

10.10. What is the Young’s modulus of the rubber sample used in Figure 10.11?
How does it compare with the corresponding value for steel?

10.11. Does a block of rubber obey Hooke’s law in (a) extension? (b) shear?
Justify your answer.

10.12. A weight is attached to a 6-cm-long rubber band and the stretched length
is measured as a function of temperature. Are the results shown here [24]
quantitatively consistent with the theory of rubber elasticity?

Temperature (°C) Length (mm)

20 163.0
35 158.5
45 155.5
48 154.0
57 151.0
61 149.0

10.13. Determine the Finger tensor for the shearing deformation considered in
Example 10.4. Show that the same result is obtained by inverting the C
matrix calculated in that example.
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10.14. A sample of the rubber used in Example 10.5 is stretched rapidly to five
times its original length. If the temperature increases from 25°C to 35°C,
what is the polymer specific heat? The density of rubber is 0.97 g/cm?.

10.15. Show that for large values of the swelling ratio ¢, Eq. (10.8.5) reduces to

q5/3 _ (1/2 =)
nV
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Polymer Crystallization

11.1 INTRODUCTION

Low-molecular-weight materials, such as metals, typically exist as crystals in the
solid state. The driving force behind the formation of crystals, which are
structures having a long-range periodic order, is the lowering in free energy
that accompanies the process of crystallization. Thus, if we were to plot the Gibbs
free energy per unit volume, G, of a material in both the solid crystalline and
molten forms as a function of temperature, we would get a plot of the type shown
in Figure 11.1; the decrease in free energy with increasing temperature for both
phases is due to the relative increase in the temperature—entropy term. The point
of intersection of the two curves is the equilibrium melting point T}, whereas the
vertical difference between them represents the free-energy change, AG,, between
the two states at any temperature. Note that many materials (such as iron) exhibit
polymorphism; that is, they exist in more than one crystalline form. In such a
case, each form has its own G versus temperature curve.

Long-chain molecules can also crystallize, and they do so for the same
energetic reasons as short-chain molecules. However, for a polymer to be
crystallizable, its chemical structure should be regular enough that the polymer
molecule can arrange itself into a crystal lattice. Thus, isotactic and syndiotactic
polypropylenes crystallize easily, but atactic polypropylene does not. For the
same reason, the presence of bulky side groups (as in polystyrene) hinders
crystallization, but the possibility of hydrogen-bonding (as in polyamides)
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FIGURE 11.1 Variation with temperature of the Gibbs free energy per unit volume.

promotes the process. Figure 11.2 shows a schematic representation of nylon 66
[1]. A unit cell contains a total of one chemical repeat unit, and the molecules are
in the fully extended zigzag conformation. The polymer chain direction is
generally labeled the ¢ axis of the cell. The cell itself is triclinic, which means
that magnitudes of the three axes and the three interaxial angles are all different.
A sketch of the unit cell is shown in Figure 11.3, in which arrows are used to
designate hydrogen bonds. Whether a crystallizable polymer actually crystallizes
or not, though, depends on the thermal history of the sample. For macromole-
cules, polymer mobility exists only above the glass transition temperature, and
because the energetics are favorable only below the melting point, crystallization
can take place only in a temperature range between T and T, g However,
crystallization is not an instantaneous process; it takes place by nucleation and
growth, and these steps take time. If the rate of cooling from the melt is rapid
enough, a completely amorphous polymer can result. This is shown schematically
in Figure 11.4, which is a continuous-cooling transformation curve [2]. If the
cooling rate is such that we can go from T3 to T, ¢ Without intersecting the curve
labeled “crystallization begins in quiescent melts,” no crystallization takes place.
Therefore, it is possible to obtain completely amorphous samples of a slowly
crystallizing polymer such as polyethylene terephthalate, but it is not possible for
a rapidly crystallizing polymer such as polyethylene. In addition to temperature,
the extent of crystallization also depends on factors such as the applied stress
during processing, which tends to align polymer chains in the stress direction.
This can alter the energetics of phase change and can lead to a very significant
enhancement of the rate of crystallization. The phenomenon can be understood as
a shift to the left in Figure 11.4, from the curve indicating the onset of quiescent
crystallization to the curve labeled “crystallization begins in stretched melts.”
Because polymers are rarely completely crystalline, they are called semicrystal-
line.
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FIGURE 11.2 Schematic representation of nylon 66. (From Ref. 1.)

FIGURE 11.3 Perspective drawing of a unit cell of nylon 66. The viewpoint is 11 A up,
10 A to the right, and 40 A back from the lower left corner of the cell. (From Ref. 1.)
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FIGURE 11.4 Schematic illustration of the concept of a “continuous-cooling trans-
formation curve” showing the anticipated effect of stress in shifting such curves. (From

Ref. 2.)

Crystallizable polymers that dissolve in a solvent can also be made to
crystallize from solution. When this is done using dilute solutions, single crystals
can be obtained [3]. The crystals can have a large degree of perfection and are
usually in the form of lamellae or platelets having thickness of the order of 100 A
and lateral dimensions of the order of microns. The observed thickness depends
on the temperature of crystallization. As shown in Figure 11.5, a single lamella is
composed of chain-folded polymer molecules. Lamellae of different polymers
have been observed in the form of hollow pyramids and hexagonal structures.
When crystallized from quiescent melts, though, spherical structures called
spherulites are observed. These spheres, which can grow to a few hundred
microns in diameter, are made up of lamellae that arrange themselves along the

b

FIGURE 11.5 A chain-folded crystal lamella.
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FIGURE 11.6 Schematic diagram of a spherulite. Each ray is a lamella.

radial direction in the sphere, as shown in Figure 11.6. The interlamellar regions
as well as the region between spherulites are composed of amorphous or
noncrystallizable fractions of the polymer. When crystallization takes place
from a strained (deforming) solution or strained melt, the crystal shape can
change to that of a shish kebab in the former case and to a row-nucleated crystal
in the latter case; these are shown in Figure 11.7 [4]. The chain orientation in
solution initially results in the formation of extended chain crystals, which give
rise to the central core or “shish”; the “kebabs,” which are lamellar, then grow
radially outward from the shish. If the polymer sample is polydisperse, the higher-
molecular-weight fraction crystallizes first, and this results in fractionation.
From this discussion, it should be clear that a solid semicrystalline polymer
is a two-phase structure consisting essentially of an amorphous phase with a

< —
Jtr— ==
Canmil ]
| C_Z;‘D
< -1 == —
Shish kebab Rew-nucleated structure

FIGURE 11.7 Oriented morphologies appearing in polyethylene. (Reprinted from
Gedde, U. W., Polymer Physics, Figure 7.38, copyright 1995, Chapman and Hall. With
kind permission of Kluwer Academic.)
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dispersed crystalline phase. Each phase is characterized by different values of a
given physical property. The density of the crystals, for instance, is always greater
than that of the amorphous polymer. Furthermore, process conditions determine
the volume fraction of crystals, their shape, size, and size distribution, the
orientation of polymer chains within the two phases, and how the crystalline
regions are connected to the amorphous regions. Thus, whereas the properties of
an amorphous polymer can be described as glassy or rubbery (depending on
whether the temperature of measurement is below or above the glass transition
temperature), the behavior of a semicrystalline polymer is much more compli-
cated and is often anisotropic: If polymer chains are aligned in a particular
direction, the material will be very strong in that direction but weak in a direction
perpendicular to it. However, one of the two phases may be dominant in terms of
influencing a particular overall property of the polymer. Thus, regarding mechan-
ical properties, we find that increasing the spherulite size results in a decrease in
the impact strength, an increase in the yield stress, and a reduction in the
elongation to break in a tensile experiment while the Young’s modulus goes
through a maximum [5]. The solubility of a molecule in a polymer and also its
diffusivity, though, are determined by the amorphous phase. As a consequence,
the permeability, which is a product of these two quantities, decreases as the
extent of crystallinity increases. The breakdown of electrical insulation, on the
other hand, depends on the properties of the interspherulitic region in the polymer
[6]. Other factors that are influenced by the structure include brittleness,
environmental degradation, thermal properties, melting point, and glass transition
temperature. If the solid structure that is formed is a nonequilibrium one, it can
change later if conditions (especially temperature) are such that equilibrium can
be approached. Thus, a polymer sample whose chains have been frozen in an
extended position can shrink when chain alignment is lost on heating to a
temperature above the glass transition temperature.

Although some of the influence of structure on properties can be rationa-
lized by thinking of crystallites either as filler particles in an amorphous matrix or
as permanent cross-links (as in vulcanized rubber), a proper understanding of
structure development during processing is necessary to satisfy intellectual
curiosity and to utilize crystallization knowledge for economic gain. As a
result, we need to know what structure arises from a given set of processing
conditions, how we can characterize (or measure) this structure, and how it affects
a property of interest. It is, of course, much more difficult to reverse the process
of thinking and inquire how we might obtain a particular structure in order to get
specified values of properties of interest. This is the realm of engineered material
properties and the subject of research of many industrial research laboratories.
Before tackling greater problems, though, we must first get acquainted with some
rather fundamental concepts.
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11.2 ENERGETICS OF PHASE CHANGE

If the temperature of a liquid is lowered to below the melting point, material tends
to solidify. As mentioned previously, the process is neither sudden nor instanta-
neous. Indeed, it proceeds relatively slowly and on a small scale if the temperature
is only slightly below the melting point, and it involves two distinct steps.
Initially, nuclei of the new phase must be formed, and the ease with which this
happens depends on the extent of supercooling. This step is followed by growth
of the nuclei, a procedure that involves diffusion of material to the phase
boundary. The combined process of nucleation and growth is the same regardless
of whether the crystallization behavior being observed is that of molten metals or
molten polymers.

11.2.1 Homogeneous Nucleation

To understand the thermodynamics of nucleation, let us first consider homo-
geneous nucleation, also called sporadic nucleation, from an isothermal, quies-
cent melt whose temperature 7 is kept below the melting point 70. Here,
“homogeneous” refers to the appearance of the new solid phase in the middle
of the old liquid phase.

Based on Figure 11.1, we would expect nucleation to be accompanied by a
reduction in the Gibbs free energy equal to AG, per unit volume. However, the
system free energy is not reduced by the full amount of AG,. This is because
surface energy equal to y per unit area has to be expended in creating the surface
that bounds the nuclei. Thus, if the typical nucleus is a sphere of radius r, the net
change in the free energy due to the formation of this particle is

4
AG = 4mr?y + gnr3AGv (11.2.1)

where AG, is a negative number. For a small sphere, the surface area-to-volume
ratio can be fairly large; therefore, AG initially increases with increasing » and
goes through a maximum before becoming negative. This maximum (positive)
value AG* represents an energy barrier and must be overcome by the thermal
motion of the molecules before a stable nucleus can be formed.

If we set the derivative of AG with respect to » equal to zero, then using
Eq. (11.2.1) we find that r*, the value of r corresponding to AG*, is

2y
* = 11.2.2
r AG, ( )
with the following result:
16my3
G =T (11.2.3)
3(AG,)
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Because the magnitude of AG, increases as the temperature is lowered, both r*
and AG* decrease with decreasing temperature. This variation can be made
explicit by noting that, at the melting point,

AG, = AH, —T°AS, =0 (11.2.4)

where H and S are respectively the enthalpy and entropy per unit volume.
Consequently, we have the following:

AH,
AS, = T,(,): (11.2.5)
Now, AS, and AH, depend only weakly on temperature, so that
T
AG, = AHL(I — Tr?l) (11.2.6)
which, when introduced into Egs. (11.2.2) and (11.2.3), gives
29T
k m
AHAT (11.2.7)
167 (T5)*
* —
AG SAHZATZ (11.2.8)

where AT equals the amount of subcooling (79 — T) and AH, is physically the
latent heat of crystallization per unit volume and is a negative quantity. Clearly,
lower temperatures favor the process of nucleation, as AG* decreases rapidly with
decreasing temperature.

Example 11.1:  For a polyolefin it is found that AH, = —3 x 10° ergs/cm” and
7y = 90 ergs/cm?. If the equilibrium melting point is 145°C, how do the radius *
of a critical-sized nucleus and the associated energy change AG* depend on the
extent of subcooling, AT?

Solution: Using Eq. (11.2.7), we find that

r*AT = 2508
where 7* is measured in angstroms. Also, with the help of Eq. (11.2.8), we have

AG*(AT)* = 2.37 x 1077 ergs K>

11.2.2 Heterogeneous Nucleation

Although the treatment of the previous section can be extended to nonspherical
nuclei, we find that this is not needed in practice because the contribution of
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homogeneous nucleation to overall crystal growth is small compared to that of
heterogeneous or predetermined nucleation, unless the temperature is signifi-
cantly below the melting point. In the case of heterogeneous nucleation, crystal
growth takes place on a pre-existing surface, which might be a dust particle, an
impurity, part of the surface of the container, or an incompletely melted crystal. If
we consider heterogeneous nucleation to take place on the surface of a pre-
existing lamella, as shown in Figure 11.8 [7], we discover that if the crystal
volume increases by an amount nabl, where abl is the volume of a single strand,
the surface area increases by only 2b(/ + na). Had we considered primary
nucleation, the surface area would have gone up by 2b(/ + na) + 2nal. Note
that due to chain folding, y,, the surface energy associated with the chain ends
can be expected to be large compared to 7y, the surface energy of the lateral
surface.

In view of the foregoing, the free-energy change due to the deposition of #n
polymer strands is

AG = 2bly + 2bnay, + nablAG, (11.2.9)

and the free-energy change involved in laying down the (n+ 1)st strand is
obtained from Eq. (11.2.9) as

AG(n + 1) — AG(n) = 2aby, + abIAG, (11.2.10)

Clearly, for this process to be energetically favorable, the right-hand side of
Eq. (11.2.10) has to be negative. This condition requires that [8]

2.

[ > AG

(11.2.11)
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FIGURE 11.8 Crystal growth on a pre-existing surface.
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which, in view of Eq. (11.2.6), implies that

2y, T

> = AmAT)

(11.2.12)
Because the argument leading up to Eq. (11.2.12) is valid for any value of #, it
must also hold for the beginning of the process when n equals unity. Thus, for
heterogeneous nucleation, the critical-sized nucleus occurs at n = 1, with the
result that

AG* = 2bI*y + abl*AG, + 2aby, (11.2.13)
with
. _ 20Ty (11.2.14)
~ AHAT -

and we find that, just as with r*, [* depends inversely on AT. This is found to be
true experimentally. Also, to a good approximation,

1
AG* o — 11.2.15
XAT ( )

Example 11.2: Use the data given in Example 11.1 to confirm the validity of
Eq. (11.2.15). Determine AG* for AT = 10K and compare this value with that in
Example 11.1. Assume that y, =~ y.

Solution: As y, & y, [* = r* = 250.8 A. Because a cannot be more than a few
angstroms, a < /* and we can neglect the last term on the right-hand side of Eq.
(11.2.13) in comparison with the first term. The second term in Eq. (11.2.13) can
also be neglected, provided that the following holds:

aAG, K 2y
or

aAH AT
29719

Introducing numbers, aAH,AT/2yT) = a(3 x 10° x 10)/(2 x 90 x 418) =
3.98 x 10°a, which is much less than unity because a < 10~ cm. Consequently,
AG* = 2bl*y = 4byy, T /AH,AT  1/AT. For homogeneous nucleation, AG*
is equal to 237 x 10 %ergs. For heterogeneous nucleation, AG* =
4.51b x 10~*ergs. Because b < 1077 cm, the energy barrier for heterogeneous
nucleation is much smaller than that for homogeneous nucleation when the
temperature is close to the equilibrium melting point.

<1
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11.3 OVERALL CRYSTALLIZATION RATE

Even when a phase transformation is thermodynamically possible, the rate at
which it happens is controlled by the existence of any barriers retarding an
approach to equilibrium; the activation energy AG* calculated in the previous
section represents just such a barrier for crystallization. The probability that a
group of molecules has an energy AG* greater than the average energy at a
specified temperature 7T is given by the Boltzmann relation

AG*

Probability exp(— ) (11.3.1)
kT

which, when applied to the process of nucleation, means that if the total number

of solid particles at any instant is N,, the number N* that actually possess the

excess energy AG* is given by

A k
N*:Noexp<— kGT) (11.3.2)

Nuclei form by the addition of molecules; this is a process of diffusion for which
the following relation holds:

E
Rate o exp(—k—?> (11.3.3)

where £, is the activation energy for diffusion. A combination of Egs. (11.3.2)
and (11.3.3) then implies that the rate of nucleation N in units of nuclei per unit
time is given by [9]

. . E AG*
N=Noexp<——D> exp(— G > (11.3.4)

kT kT

Because the growth of nuclei proceeds by the process of heterogeneous nuclea-
tion, the growth rate v can also be represented by an equation of the form

E AG*
V=" exp(— ﬁ) exp(— %) (11.3.5)

and the overall linear growth rate G (see Fig. 11.8) having units of velocity will
be proportional to some product of N and v. Thus,

E AG*
G::C%exp(—%%>exp<— ;;:) (11.3.6)

Around the glass transition temperature, the following holds [10]:

Ep ‘]

Db__ 1 11.3.
kT~ R(c, + T —T,) (11.3.7)
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FIGURE 11.9 Qualitative temperature dependence of the linear growth rate G.

where ¢, is a constant with units of energy per mole, and ¢, is a constant with
units of temperature. Also, if Eq. (11.2.15) is used for AG*, we have

AG* 4

T = TAT (11.3.8)
in which 4 is a constant. Finally, the overall growth rate is given by
(4] A
G=G S S - 11.3.9
oor—grrg) oo(7ir) 1139

where T, equals 7, — ¢, and 4 equals —4byy,T, 0 /kAH,.

An examination of Eq. (11.3.9) shows that the overall growth rate is
independent of time under isothermal conditions. Also, the plot of G as a function
of temperature is bell shaped (see Fig. 11.9). The rate is zero in the vicinity of the
glass transition temperature because the rate of diffusion is small and the first
exponential in Eq. (11.3.9) tends to zero, and it is also zero close to the melting
point because the second exponential is driven to zero due to AT tending to zero.
The rate is a maximum approximately midway between these two limits.

Example 11.3: Kennedy and co-workers used photomicroscopy to measure the
radial growth rate of spherulites of isotactic polystyrene at a variety of constant
temperatures [11]. These data are shown in Figure 11.10. Show that the results
are consistent with Eq. (11.3.9).
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Solution: Taking the natural logarithm of both sides of Eq. (11.3.9) and
rearranging gives

NG + o = InGy —

¢
(T —Ty) TAT
and a plot of the left-hand side of this equation versus 1/TAT should be a straight
line. This is, indeed, found to be the case when known values of 365K and
503.8K are used for 7, and 7, 0 respectively, and ¢, and c, are considered to be
adjustable parameters. The final result is

2073 9.25 x 10*

nG=15.11 - -
o T—290 T(503.8—T)

This equation is plotted (on linear coordinates) in Figure 11.10 and gives
excellent agreement with experimental growth rates.

In closing this section, we note that the size of spherulites is large when
crystallization takes place near the melting point. This is because few nuclei are
formed due to the large value of AG*. However, once formed, nuclei grow easily.
By contrast, when crystallization occurs near the glass transition temperature, a
large number of small spherulites are observed; here, nuclei are formed readily,
but they do not grow because the rate of diffusion is low. A common technique of

015 -

Growth tate (micronsimin
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FIGURE 11.10 Comparison of experimentally determined growth rates of spherulites
of i-polystyrene with (@) experimental (—) theoretical values. (From J. Polym. Sci. Polym.
Phys. Ed., 21, Kennedy, M. A., G. Turturro, G. R. Brown, and L. E. St.-Pierre: Retardation
of spherulitic growth rate in the crystallization of isotatic polystyrene due to the presence
of a nucleant, Copyright © 1983 by John Wiley & Sons, Inc. Reprinted by permission of
John Wiley & Sons, Inc.)
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increasing the rate of crystallization is to intentionally add a fine powder such as
silica or titanium dioxide to act as a nucleating agent.

11.4 EMPIRICAL RATE EXPRESSIONS: THE
AVRAMI EQUATION

Equation (11.3.9) and its derivation are very useful in understanding how crystals
nucleate and grow in a stagnant melt. However, the knowledge gained does not
permit us to predict, a priori, the time dependence of the extent of crystallinity
and the size distribution of spherulites in a polymer sample kept at a specified
temperature between 7, and 7, 0. This information about the microstructure is
crucial if we want to know in advance the mechanical properties likely to be
observed in plastic parts produced by methods such as injection molding (see
Chapter 15 for a description of the process). Because some of the very large-
volume polymers such as polyethylene, polypropylene, and various nylons are
injection molded, the question of the microstructure of semicrystalline polymers
has received a considerable amount of attention [12]. This has led to the
formulation of empirical expressions based on the theory originally developed
by Avrami [13-15], Johnson and Mehl [16] and Evans [17] to explain the
solidification behavior of crystallizable metals.

11.4.1 Isothermal Quiescent Crystallization

If we consider the isothermal crystallization of a quiescent polymer melt—
whether by homogeneous or heterogeneous nucleation—then at time ¢, the
volume of a spherulite that was nucleated at time 7 (t < ¢) will be V(z, 7). As a
consequence, the weight fraction, X', of material transformed will be as follows
[18]:

t

X'(f) = J pV(t, ) dn (11.4.1)
0
where p, is the density of the crystalline phase and dr is the number of nuclei
generated per unit mass in the time interval 7 and 7 + dt.
If the nucleation frequency per unit volume is N(t) and the liquid phase
density is p;, then

V(t)d
dn = YD (11.4.2)
Pr
Equation (11.4.1) therefore takes the following form:
ps [ -
X' ()= —éj V(t ©)N(z) dt (11.4.3)
Prlo
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In order to make further progress, it is necessary to specify the time dependence
of ¥ and N. This is done by appealing to observed crystallization behavior. It is
now well established that, under isothermal conditions, the radius of a spherulite
increases linearly with time [see also Eq. (11.3.9)], with the following result:

Vit 1) = §nG3(t — 1) (11.4.4)

where G is the constant time rate of change of the spherulite radius.

For sporadic or homogeneous nucleation, N(z) is usually a constant, and a
combination of Egs. (11.4.3) and (11.4.4) yields

X'(0) =" P PN (11.4.5)
3 p;

For heterogeneous nucleation, on the other hand, the total number of nuclei per
unit volume A, is independent of time, and an integration over time is not

necessary.
The corresponding result for the mass fraction crystallinity is given by
4
X0 =" 2263N,A (11.4.6)
pr 3

These equations cannot be valid at long times, because they predict a physically
meaningless unbounded increase in X’. In real interactions, the spherulites
impinge on each other; growth slows and ultimately stops. The situation is
easily remedied by assuming the following [19]:

dX
ax’

where dX is the actual amount of material transformed in time dt and dX’ is the
amount of material that would be transformed in the same time interval in the
absence of impingement. This equation simply expresses the fact that the effect of
impingement is small when the amount of crystallization is small, and the rate of
crystallization must decrease to zero as X tends to unity.

Equation (11.4.7) is easily integrated because X’ is given either by
Eq. (11.4.5) or Eq. (11.4.6). For homogeneous nucleation the result is

—1-X (11.4.7)

X=1- exp<—E &GW#) (11.4.8)
3 pL
For heterogeneous nucleation, the corresponding result is
4
X=1-exp(-2 2nG3N,A (11.4.9)
pr 3
or, more generally,
X =1 — exp(—kt") (11.4.10)
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which is known as the Avrami equation. All of the temperature dependence is
embodied in the rate constant k, whereas the Avrami exponent, n, is usually
considered to be the sum p + ¢, with p being 0 or 1 depending on predetermined
or sporadic nucleation and ¢ being 1, 2, or 3 depending on the dimensionality of
crystal growth. Thus, » would equal 3 for the growth of disklike crystals by
homogeneous nucleation but would only be 2 if the nucleation were hetero-
geneous.

For most polymers, crystallinity is never complete and Eq. (11.4.10) is
modified by defining an effective fraction of transformed material X /X, where
X, 1s the mass fraction crystallized at the end of the transformation. The result of
this modification is given as follows [20]:

X k
1——:exp<——t”) (11.4.11)
XOO XOO
or
1n<1 - X) —_— (11.4.12)
XOO

where X, on the right-hand side of Eq. (11.4.12) has been absorbed into the
constant k.

Figure 11.11 shows crystallization data for the degree of crystallinity X as a
function of time, at several constant temperatures, for poly(ether-ether-ketone)
(PEEK). This polymer has a glass transition temperature of 145°C and a melting
point of 340°C, properties that make it a candidate for high-performance
thermoplastic composite matrix applications. In Figure 11.11, the degree of
crystallinity is determined as the ratio between the heat evolved during isothermal
crystallization in a differential scanning calorimeter and the latent heat of
crystallization of a perfect crystal. An examination of Figure 11.11 reveals that
a certain induction time is needed before crystallization commences and that X,
the ultimate crystallinity at very long times depends on the temperature of
crystallization.

When the data of Figure 11.11 are plotted on logarithmic coordinates, as
suggested by Eq. (11.4.12), a set of parallel lines is obtained, shown in Figure
11.12. The slope of each of the lines is approximately 3, suggesting hetero-
geneous nucleation and three-dimensional spherulitic growth. Note, though, that
in the latter stages of crystallization, growth slows and the Avrami expression is
not obeyed. This phase of crystallization is called secondary crystallization, and
it is characterized by the thickening of crystal lamellae and an increase in crystal
perfection rather than an increase in spherulite radius.

Example 11.4: It is often found (see Fig. 11.13) that primary isothermal
crystallization data at various temperatures superpose when X /X, is plotted as
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FIGURE 11.11 Crystallization data for PEEK. Development of absolute crystallinity
with time for isothermal crystallization at 315°C ((J), 312°C (O), 308°C (A), 164°C (A),
and 160°C (@). (From Ref. 21.)

Reprinted from Polymer, vol. 27, Cebe, P, and S. D. Hong: “Crystallization Behaviour of
Poly(ether-ether-ketone),” pp. 1183—-1192, Copyright 1986, with kind permission from
Elsevier Science Ltd., The Boulevard, Langford Lane, Kidlington OX5 1GB, UK.

a function of #/1, ,, where f,, is the time for the percent crystallinity to reach
50% of the final value [22]. If the Avrami theory is valid, how is £(7T) related to

t1/2?

Solution: Allowing X /X, to equal 0.5 in Eq. (11.4.12) gives

or
In2
KT) = —
i

Although the Avrami equation is obeyed exactly by a large number of
polymers, noninteger values of the exponent » are often observed [23]. Also note
that, for heterogeneous crystallization, the constant & in Eq. (11.4.12) is related to
the linear growth rate G of Eq. (11.3.6) as

G~ (11.4.13)

in which 7 is the Avrami exponent and where it is obvious that £ depends on
temperature. An extensive treatment of the temperature dependence of G
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FIGURE 11.12 Avrami plot of the data shown in Figure 11.11. Plot of
log{—In[1 — X,(#)/X.(c0)]} versus time for isothermal crystallization at 315°C (0),
312°C (O), 308°C (A), 164°C (M), and 160°C (@). (From Ref. 21.)

Reprinted from Polymer, vol. 27, Cebe, P, and S. D. Hong: “Crystallization Behaviour of
Poly(ether-ether-ketone),” pp. 1183—-1192, Copyright 1986, with kind permission from
Elsevier Science Ltd., The Boulevard, Langford Lane, Kidlington OX5 1GB, UK.

according to the original theory of Hoffman and Lauritzen [7], along with
supporting experimental data, may be found in the book by Gedde [4], who
also discusses some of the more recent theoretical developments.

11.4.2 Nonisothermal Quiescent Crystallization

During the processing of any crystallizable polymer, crystallization never occurs
at a fixed, constant temperature. Instead, the polymer cools from the molten state
to the solid state at some rate that is determined by the processing conditions, and
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FIGURE 11.13 Isothermal crystallization data for high-density polyethylene. (a) Crys-
tallinity—time curves in isothermal crystallization at various temperatures. (b) Plots of
crystallinity versus relative time #/#*, where #* is time when the crystallization proceeds to
50%. (From Ref. 22.) From J. Appl. Polym. Sci., vol. 17, Nakamura, K., K. Katayama, and
T. Amano: Some aspects of nonisothermal crystallization of polymers: II. Consideration of
the isokinetic condition, Copyright © 1973 by John Wiley & Sons, Inc. Reprinted by
permission of John Wiley & Sons, Inc.

the structure that results is due to crystallization that takes place over the entire
temperature range between the melting point and the glass transition temperature.
In principle, the final crystallinity at the end of the cooling process can again be
calculated by combining Eqgs. (11.4.3) and (11.4.7), with the result that

X=1 —exp(—%f V(t, D)N(x) dr) (11.4.14)
LJO
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Now, G and N are no longer constants. They may, however, be evaluated from a
knowledge of the temperature dependence of the isothermal rate constants [24].

. " (dN\ (dT

V@r):?nh@ﬁﬂ3 (11.4.16)
with

r(t,t) = J: (Z’:) ds (11.4.17)

dr S (dG\ (dT

Insertion of these expressions into Eq. (11.4.14) then makes it possible to
compute X (7). However, it is obvious that an analytical result cannot be obtained
unless gross assumptions are made. One such assumption involves allowing the
ratio N/G to be constant, independent of temperature, resulting in an isokinetic
process [25]. This is justified based on the fact that the shapes of both functions
are similar when they are plotted in terms of temperature [see Eqgs. (11.3.4) and
(11.3.6)]. A consequence of this assumption, as demonstrated by Nakamura and
co-workers [22, 26] is that Eq. (11.4.12), the Avrami equation, is modified to

-

where

K(T) = k(T)"" (11.4.20)

ermm} (11.4.19)

0

and » is the Avrami exponent determined from data on isothermal crystallization.
It has been shown that the modified Avrami equation represents the nonisother-
mal crystallization behavior of high-density polyethylene very well [22].

11.5 POLYMER CRYSTALLIZATION IN BLENDS
AND COMPOSITES

As discussed in Section 9.6 of Chapter 9, polymers are blended together with the
expectation of obtaining a material having enhanced thermal, mechanical, or
solvent-resistance properties relative to the blend constituents. If one of the
components is crystallizable, the presence of the other component can influence
the nature, rate, extent, and temperature range of crystallization. If the two
polymers are immiscible, crystallization may occur in the domain of one polymer
unaffected by the presence of the other polymer, or the other polymer may act as a
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nucleating agent, depending on which component solidifies first. However, the
more interesting situation, from a theoretical viewpoint, is one in which the
polymers are thermodynamically compatible and only one component is crystal-
lizable. An example is the blending of PEEK with poly(etherimide) (PEI), an
amorphous polymer with a high thermal resistance (7, ~ 215°C). The amor-
phous polymer acts as a diluent for the crystallizable polymer, and the result is a
lowering of the equilibrium melting point; this effect is similar to the depression
in freezing point (see Sect. 8.3 of Chap. 8) of a liquid upon addition of a
nonvolatile solute. If we use the Flory—Huggins theory developed in Section 9.3
of Chapter 9, it is possible to show the following [27]:

1 1 Rv, 2
—_———= 1— 11.5.1
7, 10 AH,v, 11a2( $,) ( )

where T, and T are the melting points of the crystals in the blend and pure
states, AH, is the (positive) heat of fusion per mole of repeating unit, v; and v,
are the molar volumes of the repeating units, y;, is the polymer—polymer
interaction parameter, and ¢, is the volume fraction. (In a volume fraction, the
amorphous polymer is denoted by subscript 1 and the crystalline polymer by
subscript 2.) Note that for 7, to be smaller than T3, y,, has to be negative. This is
consistent with the remark following Eq. (9.6.3) of Chapter 9 that polymer—
polymer miscibility depends entirely on energetic effects.

A further effect of polymer blending is that the blend’s glass transition
temperature is bounded by the glass transition temperatures of the blend
constituents; this intermediate value is given by Eq. (9.6.1) of Chapter 9. Thus,
because crystallization takes place only in a temperature range between 7, and
T,, the addition of high-7, amorphous diluent can serve to significantly contract
the range of available crystallization temperatures.

Example 11.5: Estimate the lowering in melting point and the elevation in the
glass transition temperature of PVF, (79 = 170.6°C, T, = —50°C) when it is
mixed with PMMA (7, = 90°C) such that the blend contains 60% by weight of
PVF,. According to Nishi and Wang [27], v, = 84.9cm’/mol,
vy = 36.4cm’/mol, AH, = 1.6kcal/mol, and 7, = —0.295.

Solution: Using Eq. (11.5.1) gives

L1 1987x364
T, 443.6 1600 x 84.9

m

x 0.295(1 — 0.6)?
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or

T, =438.7K

m

(T —T,)=489K
Using Eq. (9.6.1) again gives
1 04 06

T, 363 223
or Tg = 263.7K, and Tg increases by 40.7 K.

When a polymer crystallizes in the presence of a noncrystallizable
component, the crystal growth rates can be significantly affected due to the
inevitable rejection of the noncrystallizable material from the growing crystal.
This effect becomes increasingly important at large undercoolings, where growth
rates are dominated by diffusion. Thus, the maximum isothermal radial growth
rate of isotactic polystyrene falls by almost a third on adding a 15% atactic
polymer [28]. In this situation, the spherulite radius still increases linearly with
time because the mixture composition at the crystal growth front remains
unchanged as crystallization proceeds. However, if the rejected polymer diffuses
more rapidly than the rate at which spherulites grow, the concentration of diluent
at the growth front can increase sufficiently, to further reduce the rate of
crystallization and make the spherulite radius change nonlinearly with time. An
additional significant reduction in the growth rate can occur if the change in melt
composition is accompanied by an increase in melt viscosity. This is especially
important when the two components have widely separated glass transition
temperatures. Furthermore, these kinetic effects can be accompanied by changes
in crystal morphology, depending on where the amorphous polymer segregates
itself [29]. Additionally, when crystallization takes place in the presence of
cooling, the solidified blend may have very low levels of crystallinity due to all of
the effects mentioned. Nadkarni and Jog [30] have summarized the crystallization
behavior of commonly encountered crystalline/amorphous as well as crystal-
line/crystalline polymer blend systems.

An important effect that is observed during the melt processing of blends of
condensation polymers, such as two polyamides or two polyesters, is the
occurrence of interchange reactions [31]. The result of these transamidation or
transesterification reactions is the formation of a block copolymer. Initially, a
diblock copolymer is produced, but, with increasing processing time, this gives
way to blocks of progressively smaller size; ultimately, a random copolymer
results. This “processing” route to the synthesis of copolymers is often simpler
and more economical than making the copolymers in a chemical reactor, and
“reactive extrusion” is a major industry today [32]. If one homopolymer is
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semicrystalline and the other amorphous, noncrystallizable sequences will be
built in between the crystallizable sequences of the semicrystalline polymer. This
has a profound effect on the crystallization behavior of the semicrystalline
polymer [33]. In particular, there is a reduction in the melting point of the
crystals and a change in the glass transition temperature; the 7, of the resulting
random copolymer can be estimated using Eq. (9.6.1) of Chapter 9 that was
earlier shown to be valid for miscible polymer blends. There is also a decrease
both in the crystallization rate and the total crystallinity of the blend, as compared
with the crystallizable homopolymer.

In order to modify polymer properties, we commonly add fillers and
reinforcements to plastics. The dimensions of these additives are usually no
smaller than a few microns, and the fillers influence the behavior of crystallizable
polymers only to the extent that they provide sites for nucleation; polymer
morphology is generally not affected. In the recent past, though, it has become
possible to add solids whose smallest dimension is of the order of 1 nm (10 A).
These materials are called nanomers, and the mixture is known as a nanocompo-
site [34]. The most extensively researched filler is montmorillonite (MMT), a clay
that is a layered silicate made up of platelets or sheets that are each about 1 nm
thick and which have an aspect ratio ranging from 100 to 300. MMT has a large
surface area of about 750 m?/g, and the addition of just 1 wt% of well-dispersed
clay to a polymer such as nylon 6 results in very significant property improve-
ments: The Young’s modulus, dimensional stability, heat-distortion temperature,
solvent resistance, and flame resistance all increase. The extent of increase is
what might normally be expected on adding more than 10 wt% glass fibers, say.
Also, there is a reduction in gas and moisture permeability, and all this happens
without loss of any other property of interest. Not surprisingly, nanocomposites
are being researched for a wide variety of applications, including the original
automotive applications. In terms of the crystallization behavior of polymers
containing nanofillers, it has been found that the presence of silicate layers
enhances the rate of isothermal crystallization [35]; this is not surprising because
the clay platelets act as nucleating agents. What is surprising, though, is that for
polymers such as polypropylene and nylon 6, the polymer morphology changes
from spherulitic, in the absence of MMT, to fibrillar, in the presence of MMT—
the fibrous structures grow in both length and diameter as crystallization
proceeds. Also, crystallization can occur at high temperatures where the neat
polymers do not crystallize [35].

11.6 MELTING OF CRYSTALS

When the temperature of a polymeric crystal is raised above the glass transition
temperature, it can begin to melt. This process is the reverse of crystallization,

Copyright © 2003 Marcel Dekker, Inc.



460 Chapter 11

but, surprisingly (and in contrast to the behavior of low-molecular-weight
substances), melting takes place over a range of temperatures even for crystals
of a monodisperse polymer. Furthermore, the melting point changes if the rate of
heating is changed. These phenomena, although ostensibly unusual, can be
explained in a straightforward manner using the theory developed in this chapter.

A polymer single crystal of the type shown in Figure 11.5 will actually melt
at a temperature T,,, where T,, is less than 72, when the net change in the Gibbs
free energy is zero. Thus,

AG = AIAG, — 24y, =0 (11.6.1)

where / is the thickness of the crystal, 4 is the surface area of the fold surface as
shown in Figure 11.5, and y, is the free energy of the fold surface. Here, AG, and
v, are both positive quantities, and the total surface area of the crystal has been
approximated by 24.

Using Eq. (11.2.6) for AG, gives

T,

AG, = AHE(I — —'5’) (11.6.2)
which, when introduced into Eq. (11.6.1), allows us to solve for the melting point
as follows:

2y
T,=Tp|1— = 11.6.3
=1~ ()] (1162

It is clear why the actual melting point must be less than the equilibrium melting
point. The two melting points become equal only for infinitely thick crystals for
which / tends to infinity. This is a situation that can prevail only for high-
molecular-weight polymers and only for extended-chain crystals. Conversely,
low-molecular-weight polymers must necessarily have a melting point that is less
than 7°. Even when the molecular weight is kept fixed, Eq. (11.6.3) teaches us
that the melting point varies as / varies. Because / depends on the temperature at
which crystallization originally took place and increases with increasing tempera-
ture [see Eq. (11.2.14)], the melting point of a crystal formed at a given
temperature is higher than the melting point of a similar crystal formed at a
lower temperature. Thus, nonisothermal crystallization gives rise to crystals that
do not have a single, sharply defined melting point. Indeed, it is even possible to
heat a semicrystalline polymer to a temperature above 7, and to melt some
crystals while allowing other crystals to form! Furthermore, because crystals tend
to thicken on annealing (being held at a temperature above the glass transition
temperature), slow heating of a crystal gives rise to a higher melting point than
does fast heating. Finally, a conceptually easy way to measure the equilibrium
melting point is to plot 7, against 1// and extrapolate to a zero value of the

abscissa. A more practical way is to plot 7,, as a function of 7., the temperature of
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crystallization, and extend the plot until it intersects the graph of 7,, = T,. The
point of intersection yields 79. This procedure is known as a Hoffman—Weeks
plot, and it is illustrated in Figure 11.14 for a 90/10 blend of nylon 66 with an
amorphous nylon [33]. Also shown in this figure are data on block copolymers of
these two plastics. Copolymerization takes place simply on holding the blend in
the melt state for an extended period of time, and as time in the melt increases, it
results in the formation of progressively smaller blocks. The progressively smaller
blocks lead to progressively less perfect crystals that have a progressively lower
melting point.

Information generated about the melting point and the heat of fusion of a
semicrystalline polymer by melting tiny samples in a differential scanning
calorimeter can generally be applied to predict the melting behavior of large
amounts of the same polymer in processing equipment. Such a heat transfer
model for polymer melting in a single screw extruder is presented in Chapter 15;
the rate of melting is determined by the sum of the heat generated in unit time by
viscous dissipation and that which is provided by band heaters attached to the
extruder barrel. When one goes to progressively larger extruders, though, the ratio
of the surface area available for heat transfer to the volume of polymer in the
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FIGURE 11.14 Hoffman—Weeks plots for a 90/10 nylon 66/amorphous nylon blend
annealed in the melt state for different periods of time. (From Ref. 33.)
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extruder decreases to such an extent that heat transfer from the outside becomes
of secondary importance. In this case, the sequence of events that leads to the
melting of a crystalline polymer has been elucidated by Shih and co-workers [36]
by carrying out melting experiments on polyethylene in a heated internal (batch)
mixer. The polymer was charged to the mixer, and a low but constant heating rate
was imposed; the torque and temperature were measured, and the pellets were
observed through a glass window. Initially, the polymer existed in the form of
free-flowing pellets whose temperature increased as expected. As the temperature
approached T, the pellets softened and were compacted. The nonelastic defor-
mation of these compacted pellets resulted in large energy dissipation, especially
in the presence of a small amount of clay that increased the coefficient of friction.
The result was a sharp increase in both the mixing torque and the mixture
temperature. This led to the formation of molten polymer that tended to lubricate
the pellets, and there was a reduction in the torque. Ultimately, there was enough
melt generated to subsume all of the solid particles in the form of a slurry. In large
extruders, melting of pellets arises not due to heat transfer from the barrel but due
to heat generated by the periodic deformation of the softened pellets. This can
lead to rather rapid melting in a narrow region instead of gradual melting over a
large region [37]. Indeed, it is this very rapid generation of energy coupled with
the low thermal conductivity of typical polymers that is responsible for the poor
“melt quality” that is often observed: The polymer that leaves the extruder can
consist of islands of relatively cold, unmelted polymer floating in very hot molten
liquid.

11.7 INFLUENCE OF POLYMER CHAIN
EXTENSION AND ORIENTATION

Early work on polymer crystallization dealt exclusively with isothermal crystal-
lization in stress-free, unoriented polymers and was useful for elucidating
mechanisms and building theories. However, in practical polymer processing
operations (such as fiber spinning and film blowing), crystallization takes place
from oriented polymers under stress, and events arise that cannot be explained in
a quantitative manner. Southern and Porter have found that when high-density
polyethylene is extruded using a capillary viscometer, at a temperature close to
the polymer melting point, crystallization can be induced in the polymer in the
entry region of the capillary [38]. In this study, crystallization was so massive that
the capillary was essentially blocked, resulting in a cessation of extrudate flow
and a rapid increase in the extrusion pressure. Furthermore, the crystals that were
formed had an extended chain structure and a higher melting point than normal.
That polymer chain extension and orientation are responsible for the enhance-
ment in the crystallization rate has been demonstrated most strikingly by straining
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polyethylene terephthalate in the glassy state and then measuring the rate of
crystallization by annealing the samples above the glass transition temperature
[39, 40]. Indeed, while under isothermal, quiescent conditions, the half-time of
polyethylene terephthalate crystallization is about 1min at the temperature of
maximum crystallization rate [23]. During commercial fiber spinning, the same
polymer crystallizes in less than one 1s due to the influence of mechanical
stretching [41]. These studies, however, have been largely qualitative in character,
serving to prove that grossly enhanced crystallization rates are obtained when
orientation occurs prior to crystallization.

More quantitative results have been reported by Katayama et al. [42], Dees
and Spruiell [43], and many others; these authors have presented details of
orientation and structure development along a monofilament spinline for fibers
made from polymers such as polyethylene, polypropylene, and polybutene-1.
These results, however, are given in terms of process variables such as spinning
speed, and because the process is nonisothermal, it is impossible to reanalyze
them in terms of fundamental variables such as residence time, orientation, and
temperature. In general, though, we can say that, during polymer processing,
polymer chain alignment and extension occur due to flow. We also find that
elongational flow (see Chapter 14)—such as occurs on the spinline or in the
converging, entry region of a capillary—is much more effective than shear flow in
causing chain extension and orientation. A major consequence of chain extension
for flexible macromolecules is a decrease in conformational entropy with a
consequent increase in the free energy, a result similar to what happens in rubber
elasticity [44]. In Figure 11.1, for example, this means that the free-energy curve
for the melt is shifted vertically upward, resulting in an elevation of the
equilibrium melting point and an increase in the driving force for crystallization
at a fixed processing temperature. Further, because polymer molecules are
uncoiled and stretched by the flow field, it is natural that extended-chain crystals
be formed.

Although this reasoning provides a qualitative framework for all the
observations, it does not allow us to obtain an explicit expression for the rate
of crystallization from a deforming melt; such an expression is needed if we want
to quantitatively simulate the processing of a semicrystalline polymer. The
process of chain extension and orientation in a crystallizing melt has been
examined theoretically by Ziabicki [45], who defined a scalar-valued orientation
factor f in terms of the invariants of a suitable deformation tensor, and then
allowed the nucleation and growth rates to depend explicitly on f under
isothermal conditions. Later, Gupta and Auyeung actually measured isothermal
crystallization rates for polyethylene terephthalate using a spinline and showed
that these did, indeed, correlate with the instantaneous value of the polymer chain
orientation in the surrounding (amorphous) melt [46]. However, simple expres-
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sions, analogous to the Avrami equation, are yet to be developed for oriented
crystallization.

Despite the absence of theoretical expressions, the practical applications of
oriented crystallization have been developed and commercialized. The most
important application is in the synthesis of high-modulus fibers from conven-
tional, flexible-chain, random-coil polymers such as polyethylene. In the process
of solid-state extrusion (similar to the experiments of Southern and Porter),
almost perfectly oriented, extended-chain structures are obtained by forcing a
polymer billet through a tapered die. A major use of such fibers is in the
reinforcement of composites.

11.8 POLYMERS WITH LIQUID-CRYSTALLINE
ORDER

Although it is possible to spin high-strength, high-modulus fibers from flexible-
chain polymers such as polyethylene, the procedure requires that polymer chains
be extended and packed into a crystal lattice as tightly as possible. To achieve
this, not only do polymer chains have to be extended by some means, they also
have to be prevented from relaxing both before and during crystallization. An
alternate approach is to employ crystallizable, rigid-chain polymers that appear to
be rodlike or disklike in solution. It is found that many such polymers exist, and
both kinds of rigid polymer organize themselves into an ordered liquid phase,
called a mesophase, either in appropriate solvents or in the melt itself. Such
liquid-crystalline solutions or melts can be processed into fibers so that the
preordered domains are not only preserved but also enhanced by actual crystal-
lization. Molecular alignment results in high strength, and the materials so
formed are also chemically inert and dimensionally stable because crystalline
melting points are typically in the 275-420°C range.

Rigidity in the chemical structure of most polymers that show liquid-
crystalline order generally comes from para-linked, aromatic rings such as those
found in aromatic polyamides, polyesters, and polyazomethines [47]. Often, the
melting point is so high and so close to the degradation temperature that these
materials are difficult to process in the molten state. In such a case, it is common
to introduce flexible, aliphatic spacer units into the backbone to lower the melting
point [48]. Among soluble polymers, synthetic polypeptides (e.g., poly-benzyl-L-
glutamate) that form a helix in appropriate solvents have been extensively
studied. The history of the development of polymeric liquid crystals may be
found in the review by White [49].

Polymers that form a liquid-crystalline phase in solution are known as
lyotropic. Three different physical structures are found to occur with rodlike
molecules; these are shown in Figure 11.15. In the nematic phase, there is no
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FIGURE 11.15 Schematic representation of mesophase types. (From Ref. 47.)
Reprinted with permission from Wissbrun, K. F., “Rheology of Rod-Like Polymers in the
Liquid Crystalline State,” J. Rheol., 25, 619-662, 1981.

long-range order of positions, but there is a preferred direction called the director,
although a distribution of angles with respect to the director is observed. Liquid
crystals in the cholesteric phase show an increase in order over the nematic phase,
with the direction of the director varying helically along an axis perpendicular to
the plane of the director. Finally, the smectic phase shows the most order, albeit in
only one dimension. The formation of lyotropic liquid crystals was theoretically
predicted by Flory [50], who showed that a single ordered phase comes about
when the concentration of a rodlike polymer in solution exceeds 12.5/x, where x
is the aspect ratio of the rod. The ordering itself can be promoted by electrical,
magnetic, or mechanical forces and is accompanied by a sharp decrease in the
solution viscosity, implying ease of processing. The viscosity of a 50/50
copolymer of n-hexyl and n-propylisocyanate in toluene is shown in Figure
11.16, which illustrates that it is easier for rods to slide past each other when they
are oriented parallel to each other [51]. The best known example of a lyotropic
liquid crystal is the polyaramid fiber Kevlar, manufactured by DuPont [52]. This
is an extended-chain, para-oriented polyamide made by reacting p-phenylenedia-
mine and terephthaloyol chloride. Products made from Kevlar fiber include
composites for marine, aircraft, and aerospace applications, tire cord, ropes,
belts, and bullet-proof vests. Note, though, that 100% sulfuric acid is the usual
solvent for Kevlar, and the use of this solvent necessitates a certain amount of
safety precautions.

Because lyotropic liquid-crystalline polymers cannot be extruded, injection
molded, or blown into films, other polymers that can be melt processed have been
developed. These thermotropic liquid-crystalline polymers convert to a meso-
phase when the solid polymer is heated to a temperature above the crystalline
melting point. Thus, these polymers show three thermal transitions. In increasing
order of temperature, these are glass transition temperature, crystalline melting
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Reprinted from Polymer, vol. 21, Aharoni, S. M.: “Rigid Backbone Polymers: XVII.
Solution Viscosity of Polydisperse Systems,” pp. 1413—-1422, Copyright 1980, with kind
permission from Elsevier Science Ltd., The Boulevard, Langford Lane, Kidlington OXS5
1GB, UK.

point, and nematic-to-isotropic transition temperature. The most widely studied
class of thermotropic polymers are aromatic polyesters, such as the copolyester of
p-hydroxybenzoic acid (HBA) and polyethylene terephthalate (PET). More
recently, the Hoechst—Celanese Company has commercialized a 73 /27 copolymer
of HBA and 6-hydroxy-2-napthoic acid (HNA) called Vectra A900, which has a
nematic-to-isotropic transition temperature of about 370°C. Shown in Figure
11.17 is the melt viscosity as a function of HBA content of an HBA-PET
copolymer at different shear rates [53]. It is seen that the viscosity behavior is
similar to that shown in Figure 11.16 insofar as the viscosity goes through a
maximum at a particular HBA content, which is around 30% in the present case.
As might be guessed, this is due to the formation of a mesophase.

Crystallization in a thermotropic liquid-crystalline polymer is again a
process of nucleation and growth [54]. It has been shown that the process can
be followed easily using dynamic mechanical analysis (see Chap. 12) [55], in
which we measure the stress response of the material to an imposed small-
amplitude sinusoidal shear strain. Differential scanning calorimeter (DSC) data
on the kinetics of crystallization show that the process is describable by an
Avrami equation [56].
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FIGURE 11.17 Melt viscosity of PET modified with p-hydroxybenzoic acid. (From
Ref. 53.) From J. Polym. Sci. Polym. Chem. Ed., 14, Jackson, W. J., Jr., and H. Kuhfuss:
Liquid crystal polymers: 1. Preparation and properties of p-Hydroxybenzoic acid
copolyesters, Copyright © 1976 by John Wiley & Sons, Inc. Reprinted by permission
of John Wiley & Sons, Inc.

11.9 STRUCTURE DETERMINATION

As we have seen in the previous sections, a crystallizable polymer melt that has
been solidified under quiescent conditions possesses a two-phase structure
consisting of chain-folded crystals organized as spherulites in an amorphous
matrix. Because the mechanical, optical, electrical, thermal, and transport proper-
ties of the two phases are generally quite different from each other, the observed
behavior will be a weighted average of the properties of the two phases. We can
expect the weighting function to be the fraction of the crystalline or amorphous
phase, with the size and size distribution of the domains often playing a relatively
minor role.

Even though polymer molecules are inherently anisotropic, with properties
along the chain axis being vastly different from properties perpendicular to the
chain axis, this difference does not show up in materials formed under quiescent
conditions. This is because the polymer chains are typically randomly oriented.
However, during processing operations such as fiber spinning and film blowing
and, to a lesser extent, injection molding, the polymer chain axis naturally tends
to align itself along the stretching direction, which makes properties of the solid
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polymer directional in nature. In other situations, we can intentionally create
orientation by (1) simultaneously drawing and heat-treating a solid semicrystal-
line polymer or (2) forming oriented crystals either by employing an oriented melt
or by stretching the glassy polymer before annealing. In such cases, we also need
to know the average orientation of polymer molecules relative to some axis in
each phase. This information is necessary for computing a particular average
property of the polymer.

The orientation, relative to a specified direction, of the polymer chain axis
in the amorphous region or of any of the three crystallographic axes (labeled a, b,
and c in Fig. 11.5) in the crystalline region can be defined in a number of ways
[57-59], and this is generally done in terms of the anisotropy of the polarizability
tensor. Even though we expect that a solid part will contain a distribution of
orientations, the inability to measure the complete distribution function forces us
to use one or more moments of the distribution function. This, however, is not a
severe limitation because most properties depend only on certain moments of the
distribution [59]. Thus, for specifying polymer orientation in a fiber that has
angular symmetry about the fiber axis, we generally use the second moment,
which is commonly known as Herman's orientation factor, f, defined as follows
(see Fig. 11.18):

f=1%0B(cos® ¢y —1) (11.9.1)

where ¢ is the angle between the fiber axis and either the polymer chain axis or
the ¢ axis, depending on whether one is considering the noncrystalline region or
the crystalline region, respectively. The angular brackets denote a spatial average.
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FIGURE 11.18 Schematic representation of the significance of the Hermans’ orienta-
tion function. (From Ref. 58.) From Samuels, R. J.: Structured Polymer Properties.

Copyright © 1974 by John Wiley & Sons, Inc. This material is used by permission of
John Wiley & Sons, Inc.
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For perfect alignment, ¢ is zero and f equals unity. For perpendicular orientation,
¢ is a right angle and f* equals — % Further, a zero value of the orientation factor
implies random orientation, which occurs at ¢p = 54.7°.

In summary, then, it is necessary to measure the fraction of crystals, the
crystalline orientation factor f,, the amorphous orientation factor f,, and possibly
the size and size distribution of crystals in order to relate polymer structure to
polymer properties. Although the extent of crystallinity is generally measured
using density or heat-of-fusion methods, orientation is determined with the help
of optical birefringence, dichroism, sonic modulus, or x-ray diffraction [60]. The
size of crystals is observed with an optical or electron microscope.

11.9.1 Mass Fraction Crystallinity

The simplest method of determining the mass fraction crystallinity X of an
unfilled, semicrystalline homopolymer is to measure the density p of a repre-
sentative sample. If the material is free of voids and impurities, the total volume
V' of unit mass of polymer is given by

X 1-X
==+
Pe Pa

where p, and p, are the known densities of the crystalline and amorphous phases,
respectively. Because the sample density p must equal 1/V, we have

v

(11.9.2)

I X 1-X
—=—+4+— (11.9.3)
P Pe Pa
which can easily be solved for the desired mass fraction of crystals to give
1—
X =1 "PdP (11.9.4)
1 —=p./p.

The actual measurement of the density is carried out with the help of a density
gradient column. This is a graduated glass cylinder filled with a mixture of two
miscible liquids with appropriate densities such that a gradient of density exists
along the colunm. Glass floats of different but known density are suspended at
various locations along the length of the column, and the liquid density at any
other position is obtained by interpolating between these values. The sample of
unknown density is gently dropped into the column and allowed to settle slowly
over a period of hours until it comes to rest at some vertical position where the
sample density equals the local liquid density. In the case of polyethylene
terephthalate, for example, where the density can vary between 1.335 and
1.455g/ cm®, mixtures of carbon tetrachloride (1.594 g/ cm®) and toluene
(0.864 g/cm’) are used.

The column itself can be prepared using the scheme illustrated in Figure
11.19 [61]: The denser liquid is put in flask A and the other liquid, in flask B. The
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FIGURE 11.19 Setting up a density gradient column. (From Ref. 61.)

valve between the two flasks is opened, and the outlet valve is adjusted to
generate a slow flow of liquid into the column; a 1-L column may take 2—3 hr to
fill. If the column is kept covered and undisturbed, it can be stable for at least 1
month. To use the column, we hold the sample with a pair of tweezers, wet it with
the lighter liquid, and drop it slowly into the column. After experimentation, old
samples are removed using a wire-mesh basket that is normally kept sitting at the
bottom of the column. This technique allows us to measure the density with an
accuracy of at least 0.05%.

Example 11.6: When a fiber made from PET is dropped in a density gradient
column made from toluene and carbon tetrachloride, it comes to rest 70% of the
way down the column. What is the percent crystallinity? For PET, p,, is equal to
1.335g/cm’® and p. 1s equal to 1.455 g/cm’.
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Solution: By interpolating between the densities of the liquids making up the
column, the sample density is

p = 0.864 + 0.7(1.594 — 0.864) = 1.375 g/cm’

and using Eq. (11.9.4) gives

1-(1.335/1.375)

— =0.353
1 — (1.335/1.455)

Thus, the mass percent crystallinity is 35.3%.

Other techniques that can be used to measure the degree of crystallinity
include the measurement of properties such as specific heat, electrical resistivity,
and the heat of fusion. If we can say that a property p of the polymer can be
written as

p=Xp.+(1—-X)p, (11.9.5)

then the measurement of any such property, together with a knowledge of p, and
p, (the properties of the individual phases), allows us to determine X. Even
though we want to predict the properties from the structure, here we reverse the
process to determine the structure from the knowledge of one such property. This,
then, allows us to predict other properties of interest. Note that in some cases,
such as heat of fusion, the amorphous contribution in Eq. (11.9.5) is zero,
whereas in other cases, p,. may differ from the corresponding property of a perfect
crystal.

Other techniques of determining crystallinity are wide-angle x-ray diffrac-
tion and small-angle x-ray scattering. These are described in standard texts [8].

11.9.2 Spherulite Size

The size and size distribution of spherulites in a semicrystalline polymer sample
can be determined easily with a polarized light microscope. Every light micro-
scope has a light source and a set of lenses that focus the light onto the sample
and then produce a magnified image. If the sample is transparent and thin, we can
use transmitted light microscopy, in which case the light beam passes directly
through the sample and reveals details of the internal structure of the sample.
Alternately, for opaque or thick samples, we use reflected light microscopy,
wherein light is reflected back from the specimen revealing the surface topo-
graphy. The major limitation of optical microscopy is the shallow depth of field,
which limits its use to flat specimens. However, with the magnifications achiev-
able (these depend on the focal lengths of the objective and the eyepiece), we can
typically observe features that are about 1 um in size and separated by distances
of about 0.5 um. All of this, though, requires that there be adequate contrast
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between different features. Contrast can be enhanced with the use of polarized
light; a typical polarized light microscope is shown in Figure 11.20 [62]. The
regular elements of the microscope are mirror M and convex lenses C and N for
focusing light upon the specimen, plus the objective lenses O and eyepiece E. The
elements that make the microscope a polarizing microscope are the polarizers P
and A, kept in what is known as the crossed position. Polarizers are explained as
follows.

As mentioned in Section 8.4 of Chapter 8, a light beam is a transverse wave
made up of sinusoidally varying electric and magnetic field vectors, which are
perpendicular to each other and also to the direction of propagation of the wave.
When such a beam passes through a polarizer (which is a sheet of material having
a characteristic direction), only those electric vectors that vibrate parallel to this
direction are transmitted, and the emerging light is plane-polarized and has an
amplitude 4,, (see Fig. 11.21). Now, if a second polarizer, called an analyzer, is
placed in the path of plane-polarized light, the light that emerges is still plane-
polarized, but the electric vectors now vibrate parallel to the characteristic

FIGURE 11.20 Arrangement of components in a typical polarizing microscope
(diagrammatic).
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FIGURE 11.21 Cross-polarization of light.

direction of the analyzer. The amplitude of vibration, however, is now reduced to
A, cosa, where o is the angle between the characteristic directions of the
polarizer and the analyzer. If o is a right angle, the polarizer and analyzer are
said to be in the crossed position, and no light is transmitted through them,
provided the intervening medium is isotropic. Spherulites, however, are birefrin-
gent entities; in other words, they are not isotropic. In particular, the refractive
index #, along the radial direction differs from #, along the tangential direction.
When n, > n,, the spherulite is positively birefringent. Conversely, when n, > n,,
the spherulite is negatively birefringent. Because the largest refractive index is
usually along the chain axis, most chain-folded polymer spherulites are nega-
tively birefringent. Note that the velocity of light becomes less and less as the
refractive index of a medium increases.

As explained by Marentette and Brown [63], if a spherulite is examined
under a polarizing microscope, the anisotropic nature of the polymer causes the
plane-polarized light of amplitude 4 to split up (double refraction) into two
components having amplitudes 4cosf and Asinf and vibrating in mutually
perpendicular directions aligned with the principal refractive indices #, and n,..
These directions are labeled n; and #n, in Figure 11.22. On exiting the sample, the
two components pass through the analyzer, which is kept in the crossed position.
The result is a single component that vibrates along the characteristic direction of
the analyzer and has an amplitude equal to A sin 6 cos 0 + A cos 0 sin 6. Because
of differences in the magnitude of the two refractive indices, though, the two
components travel at different speeds through the sample, resulting in both
constructive and destructive interference of specific wavelengths of white light.
The result is a magnified image of the spherulite, but one that contains a Maltese
cross pattern as shown in Figure 11.23. If the microscope employed is fitted with
a hot stage, we can actually observe the process of nucleation and growth of
spherulites in real time. Spherulite sizes can be obtained from photomicrographs
in a trivial manner.

The foregoing is only a brief summary of optical microscopy as applied to
polymers. For further details of issues such as sample preparation, the reader
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FIGURE 11.22 (a) Resolution of plane-polarized light of amplitude 4 into two
components along the principal refractive indices of a sample, n; and n,; (b), resolution
of the light transmitted by the sample by an analyzer that is positioned at right angles to the
polarizer in (a). (From Ref. 63.)

Reprinted with permission from J Chem. Education, vol. 70, pp. 435-439; Copyright
1993, Division of Chemical Education, Inc.

should consult relevant review papers [64] or texts [62, 65]. Although optical
microscopy makes it possible to observe spherulites, the resolution is not such
that we can examine individual crystal lamellae. To accomplish this, we must use
electron microscopes, whether of the scanning or transmission variety. With
electron microscopes, it is possible to distinguish feature sizes that are of the
order of nanometers [65].

11.9.3 Polymer Chain Orientation

Polymer chain orientation factors are most conveniently obtained by a combina-
tion of wide-angle x-ray diffraction and optical birefringence measurements on
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FIGURE 11.23 Sketch of Maltese cross pattern exhibited by spherulites under polar-
ized light.

semicrystalline polymer samples. Although theory and experimental methods for
the general case are available in the literature [58, 66], here we illustrate the
process for uniaxially oriented materials such as fibers.

Morphologists use x-ray techniques extensively for the determination of
crystal structure. The basic principle is based on the interaction of electromag-
netic radiation with the dimensional periodicity inherent in the crystal structure,
which serves as a diffraction grating. The choice of the appropriate wavelength is
critical for the proper resolution of the structure. Bragg’s law relates the incidence
angle 0, wavelength A, and interatomic spacing d as follows (see Fig. 11.24):

nd = 2dsin0 (11.9.6)

Here, “wide angle” means that 20 is allowed to take values all the way to 180°.

X-rays can be generated by means of electron emission in a hot filament
enclosed within an evacuated glass tube. The electrons are then accelerated by
means of an applied voltage to a metal target—typically copper, iron, or
molybdenum. A small fraction of the energy is converted to x-rays upon collision.

For determining the structure of semicrystalline polymers, we use the
Debye—Scherrer method, in which a narrow beam of x-rays enters a cylindrical
film cassette through a collimator and hits the sample situated at the center of the
cassette. The resulting diffraction pattern is recorded on the photographic film,
which is analyzed with the help of a microdensitometer. Typically, for unoriented,
crystalline samples, the diffraction pattern is a series of concentric circles. If,
however, the crystal axes have a preferred orientation, the rings change to arcs or
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FIGURE 11.24 Top view of the sample holder showing the path taken by x-rays. (From
Ref. 61.)

dots. These patterns allow us to determine the crystal planes responsible for the
diffraction. Note that for quantitative work, the photographic film is replaced by
an ionization counter or detector, which is mounted on a platform. The motion of
this assembly, called a diffractometer, may be coupled with that of the sample
when rotation of the sample is desired.

For determining the crystalline orientation factor of a fiber, we wrap several
layers of the fiber around a glass slide and mount the slide on a device that
permits rotation of the sample, as shown in Figure 11.25. The value of 20 is set
equal to that which corresponds to a crystal plane known to give rise to
diffraction. The intensity /(¢) of the diffracted beam is measured at values of
¢ (the angle between the fiber axis and the axis of rotation of the sample holder)
ranging from 0° to 90°. The average value of the angle between the fiber axis and
the ¢ axis of the crystals is then given by

/2 . 2
(cos? qs):j" [(§)sin ¢ cos” ¢ d¢ (11.9.7)

72 1(¢)sing dgp

which, when combined with Eq. (11.9.1) yields f.. Practical details regarding
x-ray techniques can be found elsewhere [58, 67-69].

Unlike the crystalline orientation factor, the amorphous orientation factor
cannot be measured directly. It is obtained by measuring the total birefringence
Ay of the fiber and subtracting from it the crystalline contribution. Here, A; is
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FIGURE 11.25 Front view of the sample holder used for x-ray diffraction experiments.
(From Ref. 61.)

defined as the difference between the principal refractive indices perpendicular
(n,) and parallel n; to the fiber axis. Thus,

Recall that the refractive index is a measure of the velocity of light in the medium
and is related to the polarizability of the molecular chains in the sample. One way
to determine the refractive indices parallel and perpendicular to the fiber axis is to
immerse the fiber in oil of known refractive index and to observe the combination
using a polarizing microscope with the plane of the polarized light first parallel
and then perpendicular to the fiber, as sketched in Figure 11.26. When both the
sample and the immersion oil have the same refractive index, the fiber is no
longer visible.

Once the total birefringence has been determined, it is expressed as a sum
of contributions from the amorphous and crystalline regions,

Ar =AX +A,(1-X) (11.9.9)
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FIGURE 11.26 Scarch for the refractive index (a) parallel to the fiber axis and (b)
perpendicular to the fiber axis. (From Ref. 61.)

in which the degree of crystallinity X is obtained from density measurements, and
A, and A, are respectively the birefringences of the crystalline and amorphous
phases. These can be separately written as

A, =f.A?
A, =f,Ay

(11.9.10)

(11.9.11)
where AS and Ag are the intrinsic birefringences of the fully oriented crystalline
and fully oriented amorphous phases, respectively, and are known quantities. A

knowledge of X and A, allows us to calculate A, from Eq. (11.9.9), and this,
using Eq. (11.9.11), gives f,.

Example 11.7: For a PET fiber, the total birefringence has been measured to be
0.034. If the crystalline orientation factor is 0.12 and the crystallinity value is
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0.206, what is the amorphous orientation factor? For PET, Ag is equal to 0.22 and
A? is equal to 0.19.

Solution: Using Eq. (11.9.10) gives

A, =0.12 x 0.22 = 0.0264

which allows us to solve for A, from Eq. (11.9.9):
Ar —AX 0.034 —0.0264 x 0.206

A==y = 1—0.206 = 0.036
Now, with the help of Eq. (11.9.11), we can calculate the amorphous orientation
factor:
0.036
=——=0.19
Ja 0.19

Like the velocity of light, the velocity of sound differs in magnitude when
measured along the polymer chain axis as compared to a direction transverse to
the chain axis. A measurement of the velocity of sound can, therefore, also be
used in place of the birefringence. We again assume that the crystalline and
amorphous phases contribute in proportion to their relative amounts. Experi-
mental details of this method, which involves a measurement of the “sonic
modulus,” can be found in the literature, which also describes other methods
(such as infrared dichroism) that can be used to determine the amorphous
orientation factor [58, 66].

11.10 WORKING WITH SEMICRYSTALLINE
POLYMERS

As we have seen in this chapter, polymer mechanical properties are directional,
depend strongly on temperature and molecular weight, vary with time of loading,
and change as the processing history is changed. The net result is that chemically
similar materials are found to have drastically different properties. This fact,
which cannot be wished away, gives nightmares to the traditional design engineer.
Indeed, as underscored by Samuels [58], it is possible for fibers produced from
the same semicrystalline polymer to exhibit any of the four extremes of
mechanical behavior available to a solid material. The fibers could be (1) brittle,
(2) simultaneously tough and brittle, (3) ductile, or (4) elastic over fairly large
strain values. The problem of how to work with such apparently unpredictable
materials can be handled in one of two ways [70, 71]. The first option is take a
macromechanical approach, wherein the microstructure of the polymer is ignored
and the material is treated as a homogeneous material, but with different
properties in different directions. The three-dimensional stress can then be related
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to the three-dimensional strain by means of a generalized Hooke’s law that can,
however, involve as many as 21 independent constants [71]. As a consequence, if
we are interested in designing a polymeric load-bearing structure, we must first
resort to exhaustive characterization so that the 21 constants can be determined.
This is obviously an expensive and time-consuming process, and it must be
repeated each time the processing history of the polymer is altered.

The alternative to the preceding unsatisfactory approach is to recognize the
nonhomogeneous nature of the polymer and, instead, consider each component as
a homogeneous but possibly anisotropic continuum. With this micromechanical
approach, we can use the known properties of each phase and the mechanism of
phase coupling to predict the 21 constants needed in the macromechanical
approach, much in the same way as is done with composite materials [70].
Success in this endeavor often requires the use of models based on mechanical
analogs such as springs and dashpots. The input to these models are structural
parameters such as the percentage of crystals, the shape, size, and relative
orientation of the two phases, the packing geometry, and the degree of adhesion
between the phases. The practicality of the procedure has been demonstrated by
McCullough, who used it to successfully predict the anisotropic elastic behavior
of polyethylene [71]. The description of this micromechanical approach, which is
the preferred approach, is beyond the scope of this book. However, this approach
offers the potential for tailoring polymeric materials to specific applications, as
attested to in the literature [72].

11.11 CONCLUSION

In this chapter we have examined how the morphology of semicrystalline
polymers depends on the processing conditions. We have attempted to explain
how the amount, shape, size, and size distribution of crystals and the orientation
of polymer chains in both the crystal and amorphous regions is a consequence of
the thermal and deformational histories witnessed by the material during
conversion from the melt to the solid state. We have also discussed techniques
of measuring these microscopic variables and pointed to methods whereby these
material descriptors can be used to predict properties convenient from the
viewpoint of an engineer who wants to design load-bearing structures. At first
glance, this is a very formidable task, but it has been handled in a logical manner
by polymer materials scientists, who have made very considerable headway as the
literature cited in this chapter indicates. Although the subject matter of this
chapter may be difficult to assimilate on first reading, a thorough familiarity with
this material is essential if we want to relate polymer processing to polymer
structure, and the structure, in turn, to polymer properties. Parallel developments
have taken place in solution processing of polymers. Although space limitations

Copyright © 2003 Marcel Dekker, Inc.
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prevent this discussion here, the theory and logic are the same, and good reviews
are available [73].
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